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Preface

Welcome to the proceedings of PATMOS 2005, the 15th in a series of international
workshops. PATMOS 2005 was organized by IMEC with technical co-sponsorship from
the IEEE Circuits and Systems Society.

Over the years, PATMOS has evolved into an important European event, where re-
searchers from both industry and academia discuss and investigate the emerging chal-
lenges in future and contemporary applications, design methodologies, and tools re-
quired for the development of upcoming generations of integrated circuits and systems.
The technical program of PATMOS 2005 contained state-of-the-art technical contribu-
tions, three invited talks, a special session on hearing-aid design, and an embedded tu-
torial. The technical program focused on timing, performance and power consumption,
as well as architectural aspects with particular emphasis on modeling, design, charac-
terization, analysis and optimization in the nanometer era.

The Technical Program Committee, with the assistance of additional expert review-
ers, selected the 74 papers to be presented at PATMOS. The papers were divided into
11 technical sessions and 3 poster sessions. As is always the case with the PATMOS
workshops, the review process was anonymous, full papers were required, and several
reviews were carried out per paper.

Beyond the presentations of the papers, the PATMOS technical program was en-
riched by a series of speeches offered by world class experts, on important emerging
research issues of industrial relevance. Prof. Jan Rabaey, Berkeley, USA, gave a talk
on “Traveling the Wild Frontier of Ulta Low-Power Design”, Dr. Sung Bae Park, Sam-
sung, gave a presentation on “DVL (Deep Low Voltage): Circuits and Devices”, Prof.
Magdy Bayoumi, Director of the Center of Advanced Computer Studies, Louisiana,
USA spoke on “Wireless Sensor Networks: A New Life Paradigm”, and there was
a fourth presentation on “Cryptography: Circuits and Systems Approach” by Prof.
Odysseas Koufopavlou.

We would like to thank all those who voluntarily worked to make this year’s PAT-
MOS possible, the expert reviewers, the members of the technical program and steering
committees, and the invited speakers who offered their skill, time, and deep knowledge
to make PATMOS 2005 a memorable event. Sponsorship of PATMOS 2005 by Philips
is gratefully acknowledged.

September 2005 Vassilis Paliouras
Johan Vounckx

Diederik Verkest
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Josep Rius, José Pineda, and Maurice Meijer



Table of Contents XI

Power Management for Low-Power Battery Operated Portable Systems
Using Current-Mode Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

Jean-Félix Perotto and Stefan Cserveny

Power Consumption in Reversible Logic Addressed by a Ramp Voltage . . . . . . . . 207
Alexis De Vos and Yvan Van Rentergem

Leakage and Dynamic Glitch Power Minimization
Using Integer Linear Programming for Vth Assignment and Path Balancing . . . . . 217

Yuanlin Lu and Vishwani D. Agrawal

Back Annotation in High Speed Asynchronous Design . . . . . . . . . . . . . . . . . . . . . . 227
Pankaj Golani and Peter A. Beerel

Session 6: System-on-Chip Design

Optimization of Reliability and Power Consumption in Systems on a Chip . . . . . . 237
Tajana Simunic, Kresimir Mihic, and Giovanni De Micheli

Performance Gains from Partitioning Embedded Applications
in Processor-FPGA SoCs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247

Michalis D. Galanis, Gregory Dimitroulakos, and Costas E. Goutis

A Thermal Aware Floorplanning Algorithm Supporting Voltage Islands
for Low Power SOC Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

Yici Cai, Bin Liu, Qiang Zhou, and Xianlong Hong

Power Supply Selective Mapping for Accurate Timing Analysis . . . . . . . . . . . . . . 267
Mariagrazia Graziano, Cristiano Forzan, and Davide Pandini

Session 7: Busses and Interconnections

Switching Sensitive Driver Circuit to Combat Dynamic Delay
in On-Chip Buses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277

Roshan Weerasekera, Li-Rong Zheng, Dinesh Pamunuwa,
and Hannu Tenhunen

PSK Signalling on NoC Buses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 286
Crescenzo D’Alessandro, Delong Shang, Alex Bystrov, and Alex Yakovlev

Exploiting Cross-Channel Correlation for Energy-Efficient LCD Bus Encoding . . 297
Ashutosh Chakraborty, Enrico Macii, and Massimo Poncino

Closed-Form Bounds for Interconnect-Aware Minimum-Delay Gate Sizing . . . . . 308
Giorgos Dimitrakopoulos and Dimitris Nikolos

Efficient Simulation of Power/Ground Networks with Package and Vias . . . . . . . . 318
Jin Shi, Yici Cai, Xianlong Hong, and Shelton X.D. Tan



XII Table of Contents

Session 8: Modeling

Output Resistance Scaling Model for Deep-Submicron Cmos Buffers
for Timing Performance Optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329

Gregorio Cappuccino, Andrea Pugliese, and Giuseppe Cocorullo

Application of Internode Model to Global Power Consumption Estimation
in SCMOS Gates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 337

Alejandro Millán Calderón, Manuel Jesús Bellido Dı́az, Jorge Juan-Chico,
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to a 80C51 Microcontroller
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Abstract. In this paper, we present a low power high temperature
80C51 microcontroller. The low power optimizations are applied at gate
and architectural level, by using extensive clock and data gating, and
by completely redesigning the micro-architecture. We also present origi-
nal clock gating techniques: pre-computed clock gating. To validate these
techniques, extensive comparisons with other realizations of the same mi-
crocontroller are presented. It shows that gating techniques can achieve
good performances.

1 Introduction

Nowadays, the reduction of power consumption is one of the major challenges
for IC designers. Indeed, this reduction helps to solve some of the problems
met in the implementation of IC’s, like the heating of chips. Furthermore, the
increasing popularity of portable devices, like personal computing devices or
wireless communication systems, still increases the need for low power systems.

The aim of our contribution is to apply some low power techniques to the
complete architecture of a microcontroller which could be used in high temper-
ature applications, up to 225oC. Indeed, there is a growing number of domains
where high temperature IC’s are needed: oil drilling, combustion engines control
or industrial process control in extreme environments. Despite those needs, there
is only one available microcontroller running at 225oC so far, the HT83C51 from
Honeywell [1]. This is a 80C51 and is not power optimized at all. The microcon-
troller we implemented is also a 80C51. Actually, although it’s an old irregular
CISC processor, it is very popular and often used in applications where the
consumption minimization is important.

High temperature applications require the use of a specific technology. The
one we used is a 1 μm Silicon-On-Insulator high temperature process, work-
ing up to 225oC with supply voltage of 5V, which is provided by the German
manufacturer XFAB.

The need for a specific technology reduces the kind of optimizations, which
can be used. In particular, the technological methodologies to reduce consump-
tion, like voltage scaling, cannot be used. We have then focused on optimization
at higher levels of abstraction: the gate and micro-architectural levels.

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 19–29, 2005.
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In this paper, we first introduce in section 2 theoretical background: the high
temperature limitations on the optimizations, a general description of low power
techniques and related works. We present then in section 3 the way we implement
power optimizations. Section 3.5 presents results of the experiments on these
optimizations. And finally, sections 4 and 5 give the layout characterization and
a comparison with the state of the art.

2 Background

2.1 High Temperature Specific Features

The targeting of high temperature applications brings some specific constraints.
When working at high temperature, the performances of the devices decrease
because of the drift of some technological parameters. One of the main concerns
is the rise of leakage current, due to the reducing threshold voltage. This problem
is solved by using the Silicon-On-Insulator technology with a high transistor
threshold voltage (Vth). Indeed, this technology presents lower leakage current
that traditional bulk technology and provides greater Vth stability with respect
to temperature [3].

Some other problems are solved by technological means. Metallization layers,
for example, are in tungsten rather than in aluminum. The use of tungsten allows
to decrease electromigration, which is more significant at high temperature and
can lead to premature failure of the chip [4]. On the other hand, tungsten is
more resistive than aluminum, which means that delays rise up and the device
is slower.

Furthermore, the use of high temperature technology raises some other prob-
lems because it is still experimental. The few design kits available are not mature.
The cells libraries are smaller and often incomplete. The design kit we use, for
example, does not contain any RAM block or specific clock gating cells. We had
thus to synthesize the internal RAM with digital cells.

2.2 Low Power Generalities

Power consumption in digital circuits can be divided into static and dynamic
consumption. Static consumption is mainly due to leakage current and dynamic
consumption to switching activity. For any digital CMOS circuit the dynamic
power is given by:

Pd = Af ∗ Ctot ∗ fclk ∗ V 2
dd

where Af is the switching activity factor, Ctot the total node capacitances of the
circuit and Vdd the power supply voltage. Lowering the dynamic consumption
implies reducing some of these factors. Low power techniques can be applied at
several levels of abstraction: technology, circuit, gate, architecture and system
levels.

Technology level involves fabrication process and devices. Optimizations are
for instance the use of several Vth and Vdd scaling. In the SOI high temperature
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process used, transistors have only one high Vth and a 5 V Vdd. Due to the high
Vth, leakage currents are small even at high temperature.

Circuit level is related to gates or cells design. Optimizations may imply the
use of a different kind of logic like branch based logic [5]. In the high temperature
design kit we used, the few available CMOS cells are not optimized for low power
design.

At the gate level, some optimizations are gating and power down techniques.
Gated clock is used to reduce switching activity of latches and flip-flops. Data
gating is used to decrease unwanted switching in combinational logic blocks [8].
Power down reduces static and dynamic consumption. We will use extensively
clock gating and data gating.

At the architectural level, it is possible to optimize the memory hierarchy or
the data-path by retiming or scheduling. The main goal is to reduce dynamic
power consumption by reducing activity and wires capacitance. For compatibility
issues, we decided to keep the original architecture of the 80C51. However, a
carefully redesign of the micro-architecture was done to minimize as much as
possible its complexity.

Finally at the system level, possible techniques are idle modes, voltage se-
lection and power down management. Voltage selection is not available in the
library. Idle and power down modes are already implemented in the original
version of the 80C51.

2.3 Related Work

The only existing high temperature microcontroller working at 225oC is the
HT83C51 from Honeywell. It consumes 70 mA at 16 Mhz with a Vdd of 5V.
However, in order to make further comparisons on the quality of the design
(section 5), we will use some other realizations, which are able to operate only
at room temperature. These realizations are presented below.

In the microcontroller area, and especially for small 8-bit microcontrollers,
the main achievements were made with optimized RISC pipeline architectures
and with asynchronous logic [14] [15].

In the CoolRisc microcontroller, a significant power reduction is achieved
at architectural level [12]. The goal is to increase the instruction throughput.
This allows working at a lower operating frequency while maintaining the same
performances. Optimizations are done in the instruction set and in the pipeline
design to execute one instruction every clock cycle, which means a CPI (Clock
Per Instruction) of 1. This is better than the usual CPI of an 8-bit microcontroller
which is between 4 and 40, or 15 for the original 80C51 [12]. Power supply voltage
reduction is also used in the CoolRisc. For a 1μm-process and 1.5 V supply
voltage, performances are 21 000 MIPS/W at 5 MIPS with a CoolRisc81 [12].

Another main result in low power microcontroller is achieved by asynchronous
design. The 80C51 was successfully implemented with this logic. In [14], 444
MIPS/W at 4 MIPS were obtained at 3.3 V in a 0.5μm CMOS technology. It is
important to notice that the design was fully compatible with the original ver-
sion. No architectural optimizations were applied to reduce the disadvantaging
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CPI of 15. More recently, the Lutonium [15], an asynchronous 80C51 microcon-
troller was optimized by asynchronous design and deep pipelining to reduce CPI.
The microcontroller was implemented in a 0.18μm CMOS library. Up to 23 000
MIPS/W at 4 MIPS were obtained at 0.5 V and 1800 MIPS/W at 200 MIPS at
1.8 V.

3 80C51 Low Power Design

The 80C51 is an old CISC microcontroller designed in the late 70’s. Nevertheless,
it is still widely used in the industrial and research fields. The core is an 8-bit
CISC processor with a set of 255 instructions [6]. In the original version, the
machine cycle, which is the basic time slot to execute one instruction, takes 12
clock cycles. The instructions are executed in 1, 2 or 4 machine cycles.

The target applications are small control processes with low computation
loads. Therefore the power consumption needs to be reduced as much as possible
and the speed is not an issue.

As mentioned in section 2.2, power techniques can be applied to a design at
several levels. The high temperature SOI library we used does not allow technol-
ogy and circuit level optimizations. For industrial requirements, it is necessary
to be cycle accurate with the original version. Therefore, architecture modi-
fications in order to decrease the high CPI are not possible. At system level
low-power modes like idle mode and sleep mode are already defined in the orig-
inal 80C51. The only fields where optimizations are relevant are thus gate and
micro-architecture level.

3.1 Micro-architecture Optimization

The CISC architecture of the 80C51 is highly irregular and is difficult to model
for high-level synthesis. The first design was totally made by hand [7]. At that
period, no synthesis tools were available and most of the validations were per-
formed by human brain. For our low power version, the first step was to find a
minimal micro-architecture to execute all the instructions set. This part was done
by hand. A set of functions is thus obtained. The FSM of the microcontroller is
then obtained by scheduling those basic functions to support the instruction set.
A compromise needs to be found between the complexity of the functions per-
formed and the complexity of the FSM. The instruction decoder and the FSM
are implemented in a single logic function and automatically synthesized with
Synopsys.

3.2 Pre-computed Gated Clock

The main power consumption reduction is obtained by clock gating. In figure
1a, we can see a gated-clock version of an edge-triggered flip-flop. The gating is
based on a AND gate. Since the gating signal drives a clock input, it is very
sensitive to glitches. For this reason a latch is inserted. This one is transparent
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when CLK is low and in conjunction with the AND gate ensures the filtering of
the glitches. The latch and the AND are often combined in a logic cell available
in most of the commercial libraries. It is not the case in the experimental library
we used. One solution is to synthesize a latch but that causes testability issues.
Indeed, in the final version a complete scan chain has to be generated. Therefore,
a better solution was to pre-compute all gating signals when instructions are
decoded. Indeed, since the architecture imposes 12 clock cycles per machine
cycle, with no pipeline, the two first cycles can be dedicated exclusively to decode
the instruction and compute the gating signals. Furthermore, the gating signals
are used by the FSM as the only way to write data into registers and gating does
not need additional control signal. Figure 1b shows the principle of the gating
with pre-computation. During the two first clock cycles of the machine cycle, the
logic function of the decoder pre-computes control signals for the 10 following
cycles. One pre-computed signal is used per writing cycle. For example, if the
register DFF of figure 1b needs to be written at cycles m and n it will need the
two pre-computed signals: enable @ cycle n and enable @ cycle m. At cycle m,
S2 change to 0 and the next positive edge of the clock signal will trigger the
flip-flop.

Fig. 1. Pre-computed gated clock

Two conditions are required to work properly. First, the clk inputs of the two
flip-flops DFFm and DFF need to be triggered at the same time. The clock
tree generator of the synthesis tools supports clock gating, and thus takes into
account the OR gate as part of the tree. Second, the propagation delay from
the output of DFFm to the clk input of DFF needs to take less than half a
cycle. Indeed, the OR gate that generates the signal gCLK filters glitches during
the first phase of the clock (figure 1c). In order to make the design step safer,
constraints are added during the synthesis and place & route steps.

3.3 Multi-level Gated Clock

Gating with pre-computation leaves some high-fanout nodes with high-switching
activities. Those nodes are the clock and the CY i signals. Indeed, even if the
registers are gated, the number of leafs in the clock tree remains 37 (coming
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from 190). It is still high because 12 or 24 clock cycles are used to execute most
of the instructions and entire blocks of the core are unused most of the cycles.
In order to reduce further the switching activity, we add gating in the clock tree
at higher level than leaf level. The gating is done the same way it is applied at
register level. A same gating is also applied to the CY i signal.

3.4 Data Gating

Finally, data gating was added to high-fanout paths. The bigger one is the SFR
(Special Function Register) bus. The bus implementations were made by mul-
tiplexers instead of tri-state cells. This improves power consumption and testa-
bility. The gating consists of AND gates that stops the propagation of signal to
unused connections.

3.5 Gating Techniques Quantification

Figure 2 gives the normalized power consumption for 3 versions of the imple-
mented 80C51 (80C51 UCL): a simple version with only the micro-architecture
optimization, a version with clock gating and the full version with clock and
data gating. The power reports are provided by Synopsys on the pre-layout
core netlists and back-annotated with switching activity simulated by Model-
sim. Since the activity factor depends on the benchmark, results for different
benchmarks are presented. The first user bench is a program testing each in-
struction with high switching of the data. The second user bench is similar to
the first one but writes each instruction result in the data RAM memory. The
third bench is a small arithmetic program executing additions and subtractions.
The dhrystone is an integer synthetic benchmark [13],compiled with Small De-
vice C Compiler (SDCC) [16]. Finally the microcontroller power consumption in
idle mode is also presented.

The application of the clock gating technique results in a power consumption
divided by a factor between 5 and 6 in normal mode and a factor of nearly 7 in
idle mode where the clock gating technique is the most efficient. The data gating
techniques allows an extra power reduction between 4 and 9 % depending on the
kind of bench. In idle mode, the data gating has no effect.

Fig. 2. Low power techniques effects
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4 Layout Characterization

The layout of the chip (figure 3) was realized using the automatic place & route
tool Silicon Ensemble . The core is enhanced with a scan chain and a 128-byte
internal SRAM is added. The chip is ROMless, without instruction memory. The
area is 23.3 mm2 where the core is 9.5 mm2 and the SRAM is 8.2 mm2. The
SRAM area is important because it is a synthesized RAM based on signal-hold
(bus keeper) and tri-state cells.

Fig. 3. Chip layout

The maximum clock frequency is 23.1 MHz (1.9 Mips) at 25oC and 13.9
MHz (1.2 Mips) at 225oC. The maximum power consumption is 8.52 mW/Mips
for the user bench 2 at 25oC. In idle mode, the power consumption is 2.89
mW/Mips. Figure 4 shows the distribution of this power consumption amongst
the microcontroller core, the SRAM and the IO pads. Although the RAM was
synthesized, its power consumption is very low because it is divided in blocks
with data and address gating and because it is accessed maximum 3 times in 12
clock cycles. The major part (93%) of the IO’s power consumption comes from
the external program memory accesses.

5 State-of-the-Art Comparison

In this section, we first compare the 80C51 UCL with the only existing high tem-
perature 80C51 microcontroller, the Honeywell HT83C51. Then we compare the

Fig. 4. Post-layout power consumption distribution
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low power optimization chosen for the 80C51 UCL with the low power approach
presented in section 2.3: minimization of the CPI and asynchronous design.

High temperature designs comparison. Table 1 summarizes the main fea-
tures of the 80C51 UCL and the HT83C51 [1]. The last one achieves a higher
throughput but with a huge power consumption. One should take into account
the presence of a 8 KB Mask ROM in the HT83C51 and an internal oscillator.
Moreover, this design was not optimized for low power.

Table 1. High temperature designs comparison

80C51 UCL HT83C51

Power supply [V] 5 5

Process [μm] 1 ?

Throughput [MIPS] @25oC 1.9 2.5

Throughput [MIPS] @225oC 1.2 1.8

Power consumption [mW/MIPS]
Normal mode 8.5 262.5
Idle mode 2.9 56.2

Low power techniques comparison: Gating vs. pipelining. In order to
make a technology-independent comparison, we synthesized the high-level be-
havioral description oc8051 from Open Cores [10]. Thanks to a 2-stage pipelined
architecture [11], it offers a CPI close to 1. The oc8051 can thus achieve the
same performances as the 80C51 UCL with a clock frequency divided by 12.
This comparison is based on netlist level simulations before place & route, for
both microcontrollers.

Table 2 reports the complexity, the maximum clock frequency calculated
from the critical path reported by Synopsys, and the maximum performances of
these designs. The 80C51 UCL has a 26% lower complexity. Despite its shorter
critical path which allows a higher clock frequency, the 80C51 UCL theoreti-
cal performances are 6.2 times lower. Since the oc8051 is a pipelined design,
its performances depend on the instruction branches and the used testbench.
Simulations with different testbenches have been carried out. The ratio between
the testbench execution times of both designs goes from 4.5 for the dhrystone
testbench (with a lot of branches and pipeline stalls) to 7.1 for a user-defined
testbench testing each instruction and writing back the results in the data RAM

Table 2. Complexity and performances comparison

80C51 UCL oc8051

Complexity [NAND’s equ.] 9540 12944

Maximum clock frequency [MHz] 27.7 14.4

Theoretical performances [Mips] 2.3 14.4
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memory. The oc8051 is able to read and write to a dual-port RAM at the same
time. Therefore it achieves still higher performances when a lot of data accesses
are needed. Figure 5 gives the normalized power consumption for the oc8051
and the 80C51 UCL. Thanks to the low power design, an improvement of the
consumption between 39 and 56 % is achieved compared to the oc8051 which
uses a 12 times lower frequency.

Fig. 5. Power comparison

Low power techniques comparison: Synchronous vs. asynchronous.
The 80C51 UCL has to be compared to asynchronous designs, which are the best
80C51 implementations so far. However, these designs are not able to operate
at high temperature and therefore are implemented with more competitive pro-
cesses than the one used for the 80C51 UCL. In order to get a fair comparison,
we propose to normalize the performances relatively to Vdd as a quality metrics
of the designs:

MIPS

W
=

fclk ∗ 10−6

CPI ∗ fclk ∗ Ctot ∗Af ∗ V 2
dd

, so
MIPS

W
∗ V 2

dd =
10−6

CPI ∗ Ctot ∗Af
.

Table 3 gives a comparison with asynchronous microcontrollers [14] [15]. We
should be careful with this comparison because:

– even if the Vdd scaling seems to be reliable regarding the results of the asyn-
chronous 80C51’s, it does not take the process differences into account;

– the 80C51 UCL does not include an internal ROM, neither an oscillator
neither a voltage regulator whereas the others do;

– however, without this internal program memory, the 80C51 UCL has a high
IO’s output pads consumption as shown in figure 4.

The synchronous 80C51 UCL seems to be able to deal with the asynchronous
ones without raising all the special issues of this kind of implementations.

6 Conclusion

In this paper, a low power high temperature 80C51 microcontroller was pre-
sented. Low-power techniques used are mainly based on clock and data gating.
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Table 3. Power consumption comparison

Microcontroller Process [μm] Vdd [V] MIPS MIPS/W MIPS/W * V 2
dd

Synchr. 80C51 UCL 1 5 1.9 118 2938

Asynchr. 80C51 Philips 0.5 3.3 4 444 4835

Asynchr. 80C51 Lutonium 1 0.18 1.8 200 1800 5832

Asynchr. 80C51 Lutonium 2 0.18 1.1 100 4830 5844

Asynchr. 80C51 Lutonium 3 0.18 0.9 66 7200 5832

Asynchr. 80C51 Lutonium 4 0.18 0.8 48 10900 6976

Asynchr. 80C51 Lutonium 5 0.18 0.5 4 23000 5750

An original clock gating technique based on pre-computation of gating signals is
also introduced. The main objective of this contribution, which was to realize a
high temperature low power design, is fully reached. Experiments show that the
results obtained are better than those from the only existing high temperature
microcontroller. Measurement on the chip, which is still in manufacture, has now
to be carried out, to confirm those results. Further experiments showed that the
proposed microcontroller with gating achieves better results than an implemen-
tation with pipelining optimization. Finally, comparison with room temperature
asynchronous designs seems encouraging. These results must nevertheless be
taken carefully because of the difference of process. In this respect, an imple-
mentation in a submicron process could be very interesting and will be carried
out.
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Abstract. As difficulty and the costs of distributing a single global clock
throughout a processor is growing generation by generation, Globally-
Asynchronous Locally-Synchronous (GALS) designs are an alternative
approach to the conventional synchronous processors.
In this paper, we propose Dynamic Instruction Cascading (DIC). DIC
is a technique to execute two dependent instructions in one cycle by
scaling down the clock frequency. Lowering the clock frequency enables
the signal to reach farther, thereby computing two instructions in one
cycle becomes possible. DIC is effectively applied to GALS processors
because lowering only the clock frequency of the target domain is needed
and therefore unwanted performance degradation will be prevented.
The results showed average performance improvement of 7% on SPEC
CPU2000 Integer and MediaBench applications when assuming that DIC
is possible by lowering the clock frequency to 80%.

1 Introduction

Due to shrinking technologies, the difficulty and inefficiency to distribute a sin-
gle global clock throughout the whole chip is growing generation by generation.
Globally-Asynchronous Locally-Synchronous (GALS) designs are an alternative
to the conventional synchronous designs [1][2][3][4][5][6]. GALS processors con-
tain several independent synchronous blocks which operate with their own local
clocks and supply voltages. Reducing the energy of processors is becoming a ma-
jor concern, and it is widely studied that GALS processors are able to achieve
low power with little performance loss compared to synchronous processors by
applying Dynamic Voltage and Frequency Scaling (DVFS) individually to each
domain [1].

GALS designs are considerably different from the existing synchronous de-
signs, and there should exist many microarchitectural enhancements which take
advantage of the characteristics of GALS designs. In this paper, we propose
a hardware based low power technique called Dynamic Instruction Cascading
(DIC) which work out well on GALS processors.

The main concept of our work is to execute two dependent instructions in
one cycle and improve IPC (Instructions Per Cycle). We focus on the fact that
in most general applications, ILP (Instruction Level Parallelism) is not sufficient

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 30–39, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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and most of the computation resources (such as ALUs) are not in use at most
cycles during the execution. In order to execute two instructions in one cycle,
processor slows down the clock frequency but keep the supply voltage high. The
signal will be able to reach farther in one cycle because the cycle time is ex-
tended, executing two instructions becomes possible. As this technique increases
the number of instructions to be issued in each cycle, IPC will increase in com-
pensation for high frequency. When the IPC improvement ratio is greater than
the clock degradation ratio, a higher performance is expected. Applying this
mechanism to a conventional synchronous processor will not work well because
the whole processor core has to be slowed down. However, as each domain of
GALS processors can run with there own clock frequency and supply voltage,
clock frequency of the target domain can only be lowered and thus higher per-
formance will be achieved. The end result is evident performance improvements.

The rest of this paper is organized as follows. The next section introduces pre-
vious research in related areas. Section 3 describes the proposed DIC. Section 4
details the evaluation environment and assumptions, and section 5 describes the
results. Finally, we conclude in section 6.

2 Related Work

2.1 GALS Designs

Voltage Islands, a system architecture and chip implementation methodology
that can be used to dramatically reduce active and also static power consumption
for GALS System-on-Chip (SoC) designs is discussed recently [12]. When turning
attention to high performance microprocessors, the GALS designs applied to out-
of-order superscalar processors have been studied recently by Semeraro et al. in
[1][2] as Multiple Clock Domain (MCD) processor, and Iyer and Marculescu in
[4][5]. Typically, these works divided the processor into four domains, comprise
the front-end, integer, floating point, and load/store domains.

Most recently, YongKang Zhu et al. studied that the synchronization chan-
nels that are most responsible for the performance degradation are those in-
volving cache access, and proposed merging the integer and load/store domain
to eliminate the overhead of inter-domain communication. The result showed a
significant reduction in the performance degradation and greater energy savings
compared to the original MCD approach [3].

2.2 Cascading Instructions

Intel Pentium 4 processor uses low latency integer ALU and operates “staggered
add” which makes it possible to do fully dependent ALU operations at twice the
main clock rate [9].

Peter G. Sassone et al. studied by collapsing instruction strands-linear chains
of dependent instructions into atomic macro-instructions, the efficiency of the
issue queue and reorder buffer can be increased. The execution targets are the
normal ALUs with a self-bypass mode [11].
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3 Dynamic Instruction Cascading

In this section, we describe the concept and characteristic of Dynamic Instruction
Cascading (DIC).

3.1 Motivation

Recent days, processors usually apply out-of-order execution and superscalar to
improve its performance. As it executes several instructions in one cycle, high
performance is expected if high levels of ILP is present. However, in many general
applications, the parallelism of instruction execution is not sufficient. Even if we
prepare enough computation resources, they would not be in use at most cycles
during the execution of the application. This is the point where we focus on and
try to improve by DIC.

The aim of DIC is to effectively utilize those free computation resources.
The main concept is to execute two dependent instructions in one cycle. Here,
dependent instructions mean a pair of instructions that one instruction is the
producer of the other consumer instruction. To execute two dependent instruc-
tions in one cycle, we lower the clock frequency with keeping high supply voltage,
and thereby the signal can reach farther in an extended one cycle. Consequently,
it becomes possible to execute two instructions in one cycle.

3.2 Characteristics of Dynamic Instruction Cascading

For example, assume that the instructions are carrying on as below.

1. add r5 ← r3, r2
2. add r4 ← r5, r1

As the result of instruction 1 is the input operand of the instruction 2, these
two instructions cannot be executed in parallel. For example, when executing
these pair of instructions on a processor running at 1 GHz, it takes two cycles (2
ns) as shown in the left-hand side of Fig. 1. In the case of DIC, however, when
input operand r1 becomes ready, DIC can be applied and these two instructions
will be able to complete in one cycle. It means that some pair of instructions
which take two cycles to execute because of data dependency can be executed in
one cycle by applying DIC. As shown in the right-hand side of Fig. 1, if the DIC
can execute this pair of instructions in one cycle by lowering the clock frequency
to 800 MHz, it takes one cycle (1.25 ns). It is well known that the execution
of integer ALU spends half of the cycle [15] and half on full bypass. Studies of
Pentium 4 [9] proposed double speed operation is possible, and also studies of
Dynamic Strands [11] proposed that two integer ALU execution is possible in
one cycle. Thus, we conservatively assume that it is reasonable to believe that
DIC can be applied on the clock frequency around 800 MHz or 900 MHz.

From the example above, it can be said that there is a trade-off between the
IPC improvement and the degradation of clock frequency. That means, if the
IPC improvement ratio is greater than the slow down ratio, performance will
improve. This is because the product of IPC and the clock frequency means the
performance itself.
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Fig. 1. Example of DIC

3.3 Dynamic Instruction Cascading on GALS Processors

When applying DIC on a conventional synchronous processor, it is necessary to
lower the clock frequency of the whole processor. So even if the performance of
the integer instructions improve by DIC, the performance of other pipeline stages
may incredibly degrade and the total performance may not improve. However,
as we are assuming a GALS processor, it is possible to lower only the clock
frequency of the integer domain where DIC is applied to.

The implementation is based on a GALS processor similar to that of [3],
which has three domains, the front-end domain, floating point domain and the
integer-load/store domain, as shown in Fig. 2. It differs from [3] in detail that
our base GALS processor do not have a load/store queue. Both the integer and
load/store instructions are queued into the integer queue.

In this paper, we apply two types of DIC. The first is cascading integer
instruction to integer instruction. Second is cascading load instruction to integer
instruction. Both types can be applied at the same time.

1. To apply DIC, first, we target on the integer ALU execution which can
complete in one cycle. As written above, we believe that by lowering the
clock frequency, executing two dependent ALU instructions in one cycle will
be possible.
During the rename stage, the dependencies between the instructions in the
queue will be checked and these pairs of instructions will be issued in the
same cycle. The issue logic needs some modification, which will be similar to
that of Pentium 4 [9]. Also, we apply the original forwarding path to DIC.
The advantage of this method is to use the redundant resources and try to
issue as much instructions as possible at the same cycle. Hence, during the
issue stage these pairs should be issued by priority.
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Fig. 2. The Proposed GALS Processor

2. In addition to apply DIC more aggressively, we target on cascading load
instruction to integer instruction. As the hit latency of level 1 data cache is 2
cycles in most common processors, it is impossible to apply DIC without any
change. To make our assumption reasonable, we assume that the processor
have a line buffer [14] in the integer-load/store domain, whose hit latency is
less than 1 cycle. Line buffer is a small multi-ported fully-associative level-
zero cache with a FIFO replacement policy. To implement the line buffer,
the address tag and data of the returning cache access would be stored in it.

4 Experimental Setup

4.1 Evaluation Environment

We evaluated the performance and power consumption of DIC on a GALS pro-
cessor with a line buffer described in section 3 compared with a GALS processor
without applying DIC. We used the SimpleScalar Tool Set [8] as our base simula-
tion environment. We aggressively modified the SimpleScalar microarchitecture
model so that it can evaluate the architecture shown in Fig. 2. Also, we modi-
fied the SimpleScalar to an fully event-driven simulator to simulate the GALS
processor. To simulate the penalty of asynchronous communication, we imple-
mented the token-ring based FIFO proposed by Chelcea and Nowick [13]. For
estimating the power consumption, we used Wattch extension [7] to the simula-
tion environment.

We used all the programs from the SPEC CPU2000 Integer benchmark suite
[10] and several programs from the MediaBench (adpcm, epic, g721 and mpeg2,
decode and encode for each). We fast-forwarded one billion instructions and
simulated 200 million instructions for the SPEC CPU2000 integer programs.
The MediaBench programs were simulated from the beginning to the end.
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Table 1. Processor Configuration

Fetch & Decode width 8

Branch prediction Combined bimodal (4K-entry)
gshare (4K-entry), selector(4K-entry)

BTB 1024 sets, 4-way

Miss-prediction penalty 3 cycles

Instruction queue size
- integer(+load/store) 128
- floating-point 64

Issue width
- integer 8
- load/store 2
- floating-point 4

Commit width 8

L1 I-cache 32 KB, 32 B line, 2-way
1-cycle latency

L1 D-cache 32 KB, 32 B line, 2-way
2-cycle latency

L2 unified cache 512 KB, 64 B line, 8-way
10-cycle latency

Memory latency 80 cycles

Bus width 16 B

line buffer 4 lines

Clock frequency rate for DIC 100%, 90%, 80%, and 70%

4.2 Assumptions

Table 1 shows the assumption of the processor configurations for the evaluation.
The line buffer is always used in all the evaluated processors. The size of the line
buffer is 4 lines (32 B).

We evaluated the DIC technique with the GALS implementation (GALS-
DIC) compared to the normal processor. We also evaluated non-GALS version
of DIC (non-GALS-DIC) for comparison. In non-GALS-DIC, the clock frequency
of the whole chip is scaled uniformly.

5 Evaluation Results

5.1 Performance Results

Fig. 3 shows the relative performance of DIC processors normalized to the nor-
mal processor. Each result indicates the average performance of all the evaluated
programs. Because the cycle time should be extended to support DIC, we eval-
uated four cases of clock frequency rate (100%, 90%, 80%, and 70%) to reflect
the expected cycle time degradation. Note that, the clock frequency of only the
int-load/store domain is changed in GALS-DIC, whereas the clock of the whole
chip is changed in non-GALS-DIC.
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Fig. 3. Relative Performance (Average)

As seen in the figure, higher performance is obtained when the clock fig-
ure rate for DIC is 100%. About 18% performance improvement is observed in
both GALS-DIC and non-GALS-DIC. However, the performance degrades al-
most linearly as decreasing the clock frequency rate. It should be noted that
the performance degradation of GALS-DIC is less compared to non-GALS-DIC.
Since non-GALS-DIC scales the clock frequency of the whole chip uniformly, the
performance of the front-end, which is the most performance critical domain, is
greatly degraded. On the other hand, because GALS-DIC selectively scales the
clock frequency of int-load/store domain, the performance of the front-end is
not degraded. Consequently, the GALS-DIC achieves higher performance than
normal processor even in 80% clock frequency rate. In this case, the average
performance improvement is 7%. As described in section 3, the study of Pen-
tium 4 [9] proposed that double speed operation is possible, and the study of
Dynamic Strands [11] argued that two integer ALU computation is possible in
one cycle. Hereafter, we conservatively assume that the clock frequency rate is
80% to support DIC.

Fig. 4 shows the performance improvement for all the evaluated programs
when the clock frequency rate is 80%. The figure shows that some programs
such as adpcm, g721, 164.gzip, 197.parser, and 254.gap show a great perfor-
mance improvement. On the contrary, applications such as 176.gcc, 255.vortex
and epic made little performance degradation. The reason for this performance
degradation is that only a small amount of instructions is selected for cascad-
ing in these programs. However, our proposed DIC has a potential of improving
performance in many applications.

One future work is to invent a method in which DIC is selectively applied
during the program execution. If the performance is expected to be improved by
DIC in a certain time interval, the processor dynamically applies DIC for that
interval. On the other hand, if the processor predicts that the performance is
degraded even with DIC, the processor operates in the normal mode.
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Fig. 4. Performance Improvement (Clock frequency rate for DIC = 80%)

5.2 Discussion About Power Consumption

As shown in Fig. 3, the average performance improvement of GALS-DIC is 7%
when the clock frequency rate is 80%. As DIC does not scale down the supply
voltage, the amount of energy consumed is the same as that of the normal proces-
sor. In other words, GALS-DIC can improve the performance without increasing
the energy. This means that GALS-DISC can reduce the energy consumption
by scaling the clock frequency and supply voltage for a given performance con-
straint. We show an brief analysis of energy reduction by GALS-DIC (clock fre-
quency rate 80%). Table 2 shows the combinations of supply voltage and clock
frequency on Intel Pentium M processor. We compared the energy consumption
of the normal processor (1.6 GHZ & 1.484V) with that of GALS-DIC. Assum-
ing GALS-DIC can choose any combination of the supply voltage and clock
frequency which can be interpolated from Table 2, the maximum reduction of
energy is 35% (adpcm dec), and the average energy reduction is 6.5%. From
these result, we can conclude that GALS-DIC can achieve low power without
causing a performance degradation.

6 Conclusion

In this paper, we proposed a method called Dynamic Instruction Cascading
(DIC) which tries to improve performance without increasing energy consump-

Table 2. The combinations of supply voltage and clock frequency on Intel Pentium M

Processor Clock 1.6 GHz 1.4 GHz 1.2 GHz 1.0 GHz 800 MHz 600 MHz

FSB Clock 400 MHz 400 MHz 400 MHz 400 MHz 400 MHz 400 MHz

Memory Bus Clock 266 MHz 266 MHz 266 MHz 266 MHz 266 MHz 266 MHz

Processor Core Vdd 1.484 V 1.420 V 1.276 V 1.164 V 1.036 V 0.956 V
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tion by breaking through the limitation of ILP. DIC enables to execute two
dependent instructions in one cycle by using redundant computation resources
at the cost of clock frequency.

We evaluated the performance improvement of our approach, and also dis-
cussed about the possibility of reducing the energy. Even though we conserva-
tively assumed that the clock frequency rate to support DIC is 80%, the average
performance improvement was about 7%. When converting this performance im-
provement to energy, the average energy reduction was about 6.5% assuming a
Pentium M like model.

One future work is to invent a novel method in which DIC is selectively
applied during the program execution.

References

1. Greg Semeraro, Grigorios Magklis, Rajeev Balasubramonian, David H. Albonesi,
Sandhya Dwarkadas, and Michael L. Scott, “Energy-Efficient Processor Design Us-
ing Multiple Clock Domains with Dynamic Voltage and Frequency Scaling,” Pro-
ceedings of The Eighth International Symposium On High-Performance Computer
Architecture (HPCA’02), 2002.

2. Greg Semeraro, David H. Albonesi, Steven G. Dropsho, Grigorios Magklis, Sand-
hya Dwarkadas and Michael L. Scott, “Dynamic Frequency and Voltage Control
for a Multiple Clock Domain Microarchitecture,” Proceedings of the 35th annual
ACM/IEEE International Symposium on Microarchitecture (MICRO35), 2002.

3. YongKang Zhu, David H. Albonesi and Alper Buyuktosunoglu, “A High Perfor-
mance, Energy Efficient GALS Processor Microarchitecture with Reduced Imple-
mentation Complexity,” IEEE International Symposium on Performance Analysis
of Systems and Software (ISPASS-2005), 2005.

4. Anoop Iyer, Diana Marculescu, “Power Efficiency of voltage Scaling in Multiple
Clock, Multiple Voltage Cores,” Proceedings of the 2002 IEEE/ACM International
Conference on Computer-Aided Design (ICCAD02), 2002.

5. Anoop Iyer, Diana Marculescu, “Power and Performance Evaluation of Globally
Asynchronous Locally Synchronous Processors,” Proceedings of the 29th annual
International Symposium on Computer Architecture (ISCA02), 2002.

6. Diana Marculescu, “Application Adaptive Energy Efficient Clustered Architec-
tures,” Proceedings of the 2004 International Symposium on low Power Electronics
and Design (ISLPED 2004), 2004.

7. David Brooks, Vivek Tiwari, and Margaret Martonosi, “Wattch: A Framework for
Architectural-Level Power Analysis and Optimizations,” Proceedings of the 27th
annual International Symposium on Computer Architecture (ISCA00), 2000.

8. Doug Burger, Todd M. Austin, and Steve Bennett, “Evaluating Future Micropro-
cessors: The Simplescalar Tool Set,” Technical Report CS-TR-1996-1308, 1996.

9. Glenn Hinton, Dave Sager, Mike Upton, Darrell Boggs, Doug Carmean, Alan
Kyker, and Patrice Roussel, “The Microarchitecture Of The Pentium 4 Proces-
sor,” Intel Technology Journal Q1, 2001.

10. “SPEC CPU2000 Benchmarks,” http://www.spec.org.
11. Peter G. Sassone and D. Scott Wills, “Dynamic Strands: Collapsing Specula-

tive Dependence Chains for Reducing Pipeline Communication,” Proceedings of
the 36th Annual IEEE/ACM International Symposium on Microarchitecture (MI-
CRO37), 2004.



Dynamic Instruction Cascading on GALS Microprocessors 39

12. David E. Lackey, Paul S. Zuchowski, Thomas R. Bednar, Douglas W. Stout, Scott
W. Gould, John M. Cohn, “Managing Power and Performance for System-on-Chip
Designs using Voltage Islands,” Proceedings of the 2002 IEEE/ACM International
Conference on Computer-Aided Design (ICCAD02), 2002.

13. Tiberiu Chelcea and Steven M. Nowick, “A Low-Latency FIFO for Mixed-Clock
Systems,” Proceedings of the IEEE Computer Society Annual Workshop on VLSI
(WVLSI’00), 2001.

14. Kenneth M. Wilson, Kunle Olukotun, and Mendel Rosenblum, “Increasing Cache
Port Efficiency for Dynamic Superscalar Microprocessors,” Proceedings of the 23rd
annual International Symposium on Computer Architecture (ISCA96), 1996.

15. E. Fetzer and J. Orton. “A fully bypassed 6-issue integer datapath and register file
on an Itanium=2 microprocessor,” Proceedings of the International Solid State
Circuits Conference (ISSCC 2002), 2002.



















�

�



A Retargetable Environment
for Power-Aware Code Evaluation:

An Approach Based on Coloured Petri Net

Meuse N.O. Junior1, Paulo Maciel1, Ricardo Lima2, Angelo Ribeiro1, Cesar Oliveira2,
Adilson Arcoverde1, Raimundo Barreto1, Eduardo Tavares1, and Leornado Amorin1

1 Centro de Informática (CIn)
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Abstract. This paper presents an approach for power-aware code exploration,
through an analysis mechanism based on Coloured Petri Net (CPN). Given a code
under interest and a CPN description of architecture, a CPN model of application
(processor + code) is generated. Coloured Petri Net models allow the application
of widespread analysis approaches, for instance simulation and/or state-space ex-
ploration. Additionally, this work presents a framework where a widespread CPN
tool is applied to processor architecture description, model validation and anal-
ysis by simulation. A Petri net integration environment was extended in order
to support specific power-aware analysis. In the present approach, such frame-
work is focused on the Embedded Systems context, covering pipeline-less and
simplescalar architectures.

1 Introduction

In many embedded computing applications the power and energy consumption are a
critical characteristic, for instance: portable instruments, personal digital assistant and
cellular phones. Despite of processor hardware optimization, processor consumption is
affected by the dynamic behavior of software [16], meaning that the software power
analysis is crucial. This work focus on such proposition in order to implement a retar-
getable environment for analyzing code-consumption. Coloured Petri Nets are applied
as an architecture description language (ADL) in order to generate a formal simula-
tion mechanism. Resulting from CPN description, aspects of processor-architecture and
code-structure are mapped on a formal analysis model. In the embedded system context,
the designer should evaluate both code optimization and software/hardware partition-
ing strategies in order to guarantee the best system energy consumption. This work
presents an infrastructure to perform this task, comprising an extension of previous
work [8]. This paper is organized as follows: Section 2 presents related works. Section
3 introduces Coloured Petri Nets concepts. Section 4 shows some definitions with refer-
ence to proposed approach. Section 5 presents the description model. Section 6 presents
the proposed framework. Section 7 illustrates a case study and Section 8 concludes the
paper.
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2 Related Works

Works as [16],[15] and [3] have shown the importance of power-aware compilation and
design exploration taking into account dynamic software behavior. Such works have
opened the perspectives toward a new compilers generation, that would optimize code
in three axis: performance, code size and power. Even under a power-aware compila-
tion methodology, the constraints have to be verified and software-hardware strategies
options evaluated. In order to construct an evaluation infrastructure, an approach based
on architecture description is an interesting option. Interesting works were proposed
toward ADLs-Architecture Description Languages. Such languages allow an automatic
generation of tools (simulators/compilers) from the processor description. LISA and
EXPRESSION [6] are interesting ADLs examples. In special, LISA 2.0 language, im-
plemented on LISATek environment[2], supports consumption analysis from generation
of RTL simulator. SimplePower [17] is a well-known tools-set on computer architecture
community. SimplePower extends SimpleScalar implementation of micro-architecture
simulator based on architectures templates, so that take into account energy consump-
tion. In order to retarget SimpleScalar to a new processor architecture, the designer
has to sequentialize the concurrency of hardware in ad-hoc ways, which can be time-
consuming and error-prone, even though there exist works toward automatic generation
of SimpleScalar models [11]. In the Petri models context, Burns [4] applied CPN to
construct a model of a generic superscalar processor in order to perform real-time anal-
ysis. Additionally, Murugavel [13] proposed a CPN extension, termed as Hierarchical
Colored Hardware Petri Net, for dealing with gates and interconnections delays for
hardware power estimation.

3 Coloured Petri Net: An Overview

Petri nets are families of formal net-based modeling techniques, that model actions
and states of systems using four basics entities: places, transitions, arcs and tokens.
In the majority of models, places are associated with local states and transitions with
actions. Arcs represent the dependency between actions and states. An action occurs
when a transition is “fired”, moving tokens from incoming places to outgoing places.
As a Petri net example a parallel process is described in Figure 1. Arcs describe which
action (or actions) is possible from a given local state. In Figure 1 arc A1 links place
P1 (state 1) to transition T1 (action 1), representing that action T1 requires local state
P1. Arcs A2 and A3 connect transition T1 to places P2 and P3. There are two parallel
net-paths (P3-T3-P5 and P2-T2-P4) as a representation of parallel processes. In order
to accomplish the action T4 is necessary to reach the state represented by marking
of places P4 and P5. In order to represent possible local states, it is used a specific
mark, called token (a black ball) . This simple net is known as place-transition net
[12]. Place-transition nets are adequate to analyze some characteristics of system such
as repetitiveness, liveness and reachability. In an informal approach, such definitions
mean respectively: periodic behavior, absence of dead states and capability to reach
specific set of states. There are various extended Petri net models, each one dealing
with a specific modeling problem and distinct abstraction level. CPN is a high-level
model that consider abstract data-types and hierarchy. Informally, Coloured Petri Net



A Retargetable Environment for Power-Aware Code Evaluation 51

is a Petri net with some modeling improvements: (i) tokens express values and data
structures with Types (colors); (ii) places have associated Type (color set) determining
the kind of data (token) those places may contain; (iii) transitions may express complex
behavior by changing token value; (iv) hierarchy can be handled at different abstraction
levels. Transitions in a hierarchical net may represent more complex structures, where
each transition (substitution transition) expresses another more complex net, and so
on. A hierarchical net may describe complex systems by representing their behavior
using a compact and expressive net. (v) Behaviors can be also described using high-
level program language, specifically using CPN-ML (a Standard ML Language subset)
[9]. Hence, it is possible to model a complex system using tokens for carrying sets of
internal data values and transitions to represent actions that modify internal set of data
values. The entire net represents the flow of changes into the system during its states
evolution. The model can be analyzed by simulation and state analysis. State analysis
means to study all possible system states, or an important subset, in order to capture
system patterns. There are some widespread academic tools such as Design/CPN and
CPNTools [1], for handling Coloured Petri Net and its analysis engines. CPN tools
provide an environment for design, specification, validation and verification of systems
[9]. Thus, CPN provides a ruled-based declarative executable modeling. In this way,
comprising an interesting instrument for processors modeling and analysis.
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Fig. 1. Petri net example Fig. 2. Execution Profile Example

4 Nomenclatures and Definitions

In [8] was presented some definitions that are necessary for better understanding the
proposed method. These definitions are informally shown as follows.
Definition 1 (Execution Vector). Execution Vector is a vector, enumerated by the in-
structions memory ordering, where each component represents the number of instruc-
tion execution.

Definition 2 (Consumption Vector). Consumption Vector is a vector, enumerated by
the instruction memory ordering, where each component represents the respective in-
struction energy cost (base cost + inter-instruction cost)1.

Figure 2 depicts the Execution Profile for a nested-loop example. Analyzing the
Execution Profile, it is possible to identify execution patterns, such as:

1 Base cost is the instruction specific energy cost. Inter-instructions cost means the energy cost
that appear due to circuit overhead when two instruction are executed consecutively [16]
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Definition 3 (Patch). Patch is a set of instructions that are located in consecutive ad-
dresses and are executed the same number of times.

In Figure 2, five patches are identified: from instruction 2 to instruction 6 (patch 1),
from instruction 7 to instruction 10 (patch 2), from instruction 11 to instruction 14
(patch 3), from instruction 15 to instruction 18 (patch 4) and from instruction 19 to
instruction 25 (patch 5).

Definition 4 (Loop-Patch). Loop-Patch represents a single loop. It consists of a patch
variant in which the incoming (first) and outgoing (last) instruction are executed only
once.

There is no Loop-Patch in Figure 2.

Definition 5 (Cluster). Cluster is a set of Patches joined together (aggregated) in con-
secutive addresses, in which the incoming (first) and outgoing (last) instruction are
executed only once.

In Figure 2 there is only one cluster: {patch1, patch2, patch3, patch4, patch5}.

Definition 6 (Bound-Patch Set). Bound-Patch Set is a set of Patches executed the same
number of times and belong to the same Cluster.

In Figure 2, there are two Bound-Patch Set: {patch1, patch5}, {patch2, patch4}.

Definition 7 (Free-Patch). Free-Patch is a Patch present in a Cluster but not within
the Cluster Bound-Patch Set.

In Figure 2, there is only one Free-Patch: patch3. Such definitions help the designer
to figure out code structures and their energy consumption. For example, a Loop-Patch
represents an isolated loop within the code. A Cluster represents consumption and time
cost regions. A Cluster with Bound-Patch Sets such that its Patches have symmetric
positions in the Execution Profile may represent a nested-loop (see Figure 2). Inspect-
ing Execution Profiles and the Consumption Profile graphics, the designer is able to
map consumption to code structures. In the scope of embedded systems is very im-
portant to analyze code optimization in respect of total consumption and consumption
profile. Under the consumption profile point of view, the designer may opt for some con-
sumption distribution allowing best software-hardware migration from code-segments
(Patches/Clusters), improving total consumption, as postulated in [14].

5 The Description Model

The proposed description model represents the processor in two layers: hardware re-
source and instruction behavior. The processor ISA (Instruction Set Architecture) is
described in a Coloured Petri Net model. The hardware resources are described as
CPN-ML functions embedded on such instructions model. Due to hierarchical CPN
properties, the ISA description can be performed at different abstraction levels. The
inferior limit is the gate-level, that can be reached by implementing descriptions as
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the Murugavel’s hardware model [13]. A widespread environment for CPN edition and
analysis is used to generate architecture descriptions. Each instructions are constructed
as an individual net so that instruction-model validation is implemented in an isolated
way, for each instruction without the need of building a test program. Thus, a processor
description consist of a set of instruction CPN-models. The instruction behavior is de-
scribed by a CPN-ML code, present on instruction CPN-model. The CPN-ML code in-
vokes functions to perform the instruction behavior. This functions (hardware resource)
can be unfolded in order to represent more details for constructing a more accurate
power-model. In the current approach, the power model is based on instruction con-
sumption in accordance with concepts postulated in [16]. Each instruction CPN-model
computes its energy consumption during the net simulation, feeding the Consumption
Vector. Internal context of processor (memories and registers) are described as record-
structure encapsulated by the token. Additionally, the token carry “probes variables”
such as accumulated number of cycles, energy consumption, Execution Vector and Con-
sumption Vector. The first step on the description process comprise to define the token
data-structure. The token have to carry elements that are modified due to instruction
execution. In the second step, each instruction behavior is described invoking CPN-ML
functions in order to modify the token. Depending on the abstraction level intended,
the designer can construct such functions or to apply directly CPN-ML commands. Fi-
gure 3 shows a CJNE (Compare and Jump if Not Equal) instruction CPN-model from a
8051 architecture. The token structure of 8051 architecture is presented as follows.

val value={cycle=0,power=[0,0,0,0],
Ex_Pro=inEx_Pro,patch=Inst_Preg,
mem=write_pr(inic,129,7),Upmem=Up_inic,
PC=0,ext_mem=ext_m_inic,
program=programinic};

The variable value represents the token value, meaning internal context value. Fields
as cycle, power, Ex Pro , and patch are “probes variables” that monitors re-
spectively: execution time in terms of clock cycles, total energy consumption, exe-
cution vector and consumption vector. Fields as mem, Upmem, ext mem, program
and PC model internal context, respectively: internal RAM memory, high memory, ex-
ternal memory, code memory and PC register. In the example above, such fields are
being initialized. The behavior description (CPN-ML code) implements the instruc-
tion behavior by invoking functions that operates on such fields. For instance, function
write m()(Figure 3) receives a target memory, a target address and data, returning the
target memory modified. Checking the instruction behavior is as simple as simulate its
CPN-model, and to check the token value afterward. For instance, the instruction CJNE
is validated executing the model presented in Figure 3. The token will flow through the
instruction-model until reach place S Output1 or S Output2, depending on Carry flag
value. Note that the decision process is implement by a net structure (transition Jump
and NotJump). Each instruction-model computes its clocks-cycle. Therefore, the CPN
simulation implements an accurate simulation of processor. In order to generate auto-
matically a simulation mechanism, a Binary-CPN compiler is applied. Given a code
under interest and the processor description, a Binary-CPN compiler constructs a CPN
model of application (processor + code). The CPN structure per si models the program
possible flows, where each possible program state is modeled as a place. Each transition
is a substitution-transition encapsulating instruction CPN-model. Figure 4 shows the
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Fig. 3. coloured Petri net model for a branch instruction

CPN model at CPNTools environment. At left hand, hardware resources are modeled by
functions and at right hand the application model is represented as a Coloured Petri Net.

In order to cover pipelined architecture, the model adapts the atomic concept of
processor-execution (internal context modification) as a token running (Execution-
Token) through code structure, proposed before. Such concept is replaced by an ab-
stract entity termed as virtual-pipeline. The description model is extended in order
to model aspects inherently related to pipeline, such as pipeline stall condition and
pipeline flush cost. A novel token is introduced on the CPN-model: the Witness-Token.
During the simulation the Witness-Token pass through instructions before Execution-
Token, registering such instruction into a list (pipeline-list) and sending such list to
Execution-Token by shared variable. The length of the list is the pipeline depth. The
Witness-Token list shows the pipeline context and, based on it, control flags are acti-
vated on the Execution-Token. Such flags inform transition-code the demand for hard-
ware resources and data conflict situations. In case of branch-instructions, a control flag
instructs the next transition-code that will take the Witness-Token to destroy it. A novel
Witness-Token, with an empty pipeline-list, is released and the Execution-Token is held
until the pipeline-list be full again. In this way, the pipeline is modeled as a virtual
entity having the Witness-Token as head and the Execution-Token as tail end. The Fig-
ure 5 illustrates such mechanism. The “destruction” and subsequent “reconstruction” of
the virtual-pipeline translate the processor behavior to a CPN behavior. The behavior
pattern is captured by profiling during the simulation analysis.
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Fig. 4. CPNTools, edition and analysis interface Fig. 5. SimpleScalar net
model

6 Proposed Framework

The basic framework, illustrated in Figure 6, consists of a CPN engine, a Binary-CPN2

compiler, that translates from machine-code to CPN model, and a set of specific func-
tions for power and performance evaluation. These functions evaluate the probes vari-
ables and return metrics, among then, Consumption Profile, Patch Consumption and
Cluster Consumption. The Binary-CPN compiler and analysis functions are integrated
on EZPetri Environment [7]. Figure 6 illustrates the framework to code evaluation,
termed as EZPetri-PCAF (EZPetri- Power Cost Analysis Framework). EZPetri-PCAF
performs Binary-CPN compilation, opens the CPN-Model in CPN-Engine, engages
communication with CPN-Engine and evaluates analysis functions. Several code ver-
sion can be explored. For each code version a power analysis can be performed un-
der the EZPetri-PCAF environment. Afterward, the results can be compared with con-
straints that take into account code size, execution time and energy consumption. The
CPNtools [1] has been used as the CPN-Engine. The front-end is performed by the
EZPetri environment, providing a specific interface for power analysis. The Binary-
CPN compiler considers two entries: the machine-code and the set of instruction CPN-
models. Based on such files, the Binary-CPN compiler generates a model, a Coloured
Petri Net model, according to machine-code input. The model is represented in the
XML file format defined by the CPNTools. Note that, due to the standardization present
on the formal model (Instruction model), the Binary-CPN compiler can deal with differ-
ent architectures with minimal modifications. The net entities, as places and transitions,
keep the same meaning whatever the architecture. The changes will be concentrated on
the CPN-instruction model, with minimal impact on the net formation rules.

2 In this context Binary means executable machine-code
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Fig. 6. The proposed framework Fig. 7. Tables presented in the user interface

The EZPetri environment is based on the IBM-Eclipse platform, allowing the cou-
pling of new features easily. It implements functions such as codes entities identifica-
tion (Patches and Clusters) and consumption analysis. The results, generated by the
analysis, are shown in a GUI as charts and tables. Figure 7 depicts the PCAF results.
Additionally, these results may be presented as a portable document format (pdf) file.
In order to link EZPetri-PCAF with CPNTools, a proxy application is started, open-
ing a TCP/IP channel. Then, the proxy loads the model in the CPN Tools. Using the
Comms/CPN[5], the model establishes a TCP/IP connection in order to interchange
information with the proxy during net simulation. At final, the proxy sends such in-
formation back to EZPetri-PCAF, which performs analysis and presents the results as
already discussed.

7 Experiments and Results

This section presents the proposed framework implementing a power-aware evaluat-
ing of C51 Keil compiler. The evaluation comprises analysis of the set of compiler
code optimization. A bubblesort algorithm was adopted as case study. It was applied
on ten position vector in the reverse ordering, meaning the worst execution case. The
Keil compiler allows nine optimization levels under two emphasis: favor size (fs) and
favor speed (fsp). The optimization selection works in cumulative way: level 0 imple-
ments only constant folding technique, level 1 implement constant folding and dead
codes elimination, and so on. Hence, three optimization levels was chosen for analysis:
constant folding (cf), register variables (rv) and common block subroutines (cb). Six
binary-codes was analyzed, that was generated by composing emphasis and level opti-
mization. The estimates was performed based on the AT89S8252 consumption-model
captured according to methodology proposed in [10]. Table 1, Figure 8 and Figure 9
show the consumption pattern captured by the EZPetri-PCAF environment. The lowest
consumption was achieved with the sort fsp cb implementation, representing 26.14%
of energy savings, if compared with the highest consumption (sort fs cf). Note that
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Table 1. Consumption Pattern

Code Energy Energy Average
Options Consumption (uJ) Savings(%) Power (mW)

sort fs rv 340.48 14.28 50.05
sort fs cf 397.18 0 50.42
sort fs cb 296.42 25.37 50.89
sort fsp rv 337.84 14.94 50.84
sort fsp cf 392.86 1.09 50.18
sort fsp cb 293.35 26.14 50.45

the average power is practically constant. Such savings do not impact on average de-
vice heat dissipation, but on battery autonomy, a crucial aspect for portable systems.
Additionally, the environment provides identification and classification of Patches and
Clusters. Such information aids designer for identifying and optimizing critical code
regions. Figure 9 depicts percentile consumption of the Highest Consumption Patch
(HCP), indicating sectors for code optimization or partitioning on hardware, a very im-
portant information in projects driven by Hardware/Software Co-Design paradigm. In
this experiment, the analysis have shown that HCPs can be responsible for 79% of the
total consumption. Such consumption is performed in less than 20% of total execution
time (Figure 8). Therefore, representing a good reason for software-hardware migration
as postulated by [14].

Fig. 8. Timing of Highest Consumption Patch Fig. 9. Energy consumptions for Highest Con-
sumption Patch

8 Conclusion

This paper presented a retargetable approach for analyzing code focusing energy con-
sumption. Such approach is integrated in the EZPetri Environment in order to perform
power-aware binary-codes analysis. Based on such analysis, the application can be tun-
ing, through partitioning or code optimization so that generate the best implementation.
The target processor is modeled under a formal computational model based on tokens,
the Coloured Petri Nets. Due to this formal model, processor capabilities and behaviors
are strictly translated into a set of rules and functions, defined under Coloured Petri Net
syntax. Such modeling allows to generate automatically an analysis infrastructure from
an architecture description. The resulting framework is termed EZPetri-PCAF.
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3. J. Ayala, A. Veidenbaum, and M. López-Vallejo. Power-aware compilation for register file

energy reduction. International Journal of Parallel Programming, 31(6):451–467, Dec 2003.
4. F. Burns, A. Koelmans, and A. Yakovlev. Modelling of superscala processor architectures

with design/CPN. In Jensen, K., editor, Daimi PB-532: Workshop on Practical Use of
Coloured Petri Nets and Design/CPN, Aarhus, Denmark, 10-12 June 1998, pages 15–30.
Aarhus University, 1998.

5. G. Gallasch and L. M. Kristensen. Comms/CPN: A communication infrastructure for ex-
ternal communication with design/CPN. In 3rd Workshop and Tutorial on Practical Use of
Coloured Petri Nets and the CPN Tools (CPN’01) / Kurt Jensen (Ed.), pages 75–90. DAIMI
PB-554, Aarhus University, Aug. 2001. InternalNote: Submitted by: hr.

6. A. Halambi and P. Grun. Expression: A language for architecture exploration through com-
piler/simulator retargetability. In Proc. of the European Conf. on Design, Automation and
Test (DATE), 1999.

7. A. A. Jr, G. A. Jr, R. Lima, P. Maciel, M. O. Jr, and R. Barreto. Ezpetri: A petri net inter-
change framework for eclipse based on pnml. In In First Int. Symp. on Leveraging Applica-
tions of Formal Method (ISoLA’04), 2004.

8. M. N. O. Junior, P. Maciel, R. Barreto, and F. Carvalho. Towards a software power cost
analysis framework using colored petri net. In PATMOS 2004, volume 3254, pages 362–
371. LNCS Kluwer Academic Pubishers, September 2004.

9. L. Kristensen, S. Christensen, and K. Jensen. The practitioner’s guide to coloured petri
nets. International Journal on Software Tools for Technology Transfer: Special section on
coloured Petri nets, 2(2):98–132, 1998.

10. T. Laopoulos, P. Neofotistos, C. Kosmatopoulos, and S. Nikolaidis. Current variations mea-
surements for the estimation of software-related power consumption. IEEE Instrumentation
and Measurement Technology Conference, May 2002.

11. W. S. Mong and J. Zhu. A retargetable micro-architecture simulator. In DAC ’03: Proceed-
ings of the 40th conference on Design automation, pages 752–757, New York, NY, USA,
2003. ACM Press.

12. T. Murata. Petri nets: Properties, analysis and applications. Proceedings of the IEEE,
77(4):541–580, April 1989.

13. A. K. Murugavel and N. Ranganathan. Petri net modeling of gate and interconnect delays for
power estimation. In Proc. of the 39th conf. on Design automation, pages 455–460. ACM
Press, 2002.

14. G. Stitt and F. Vahid. Energy advantages of microprocessor platforms with on-chip config-
urable logic. IEEE Design and Test of Computers, 19(6):36–43, Nov/Dec 2002.

15. V. Tiwari, S. Malik, and A. Wolfe. Compilation techniques for low energy: An overview. In
Proc. of Symp. Low-Power Electronics, 1994., 1994.

16. V. Tiwari, S. Malik, and A. Wolfe. Power analysis of embedded software: A first step towards
software power minimization. IEEE Transactions on Very Large Scale Integration Systems,
2(4):437–445, December 1994.

17. N. Vijaykrishnan, M. Kandemir, M. J. Irwin, H. S. Kim, and W. Ye. Energy-driven integrated
hardware-software optimizations using simplepower. In Proceedings of the 27th annual
international symposium on Computer architecture, pages 95–106. ACM Press, 2000.



{rpbastos,fglima,reis}@inf.ufrgs.br 
http://www.inf.ufrgs.br/gme 





α=



− 

− 

− 

− 



++++= −−



−
+
+

=−=Δ

−

−−−−

−
+
+

=Δ

−−

−−−−

αα
αα
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for Dynamic Applications on Embedded Systems
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Abstract. Modern embedded devices (e.g. PDAs, mobile phones) are now incor-
porating Java as a very popular implementation language in their designs. These
new embedded systems include multiple complex applications (e.g. 3D rendering
applications) that are dynamically launched by the user, which can produce very
energy-hungry systems if they are not properly designed. Therefore, it is crucial
for new embedded devices a better understanding of the interactions between the
applications and the garbage collectors to reduce their energy consumption and
to extend their battery life. In this paper we present a complete study, from an
energy viewpoint, of the different state-of-the-art garbage collectors mechanisms
(e.g. mark-and-sweep, generational garbage collectors) for embedded systems.
Our results show that traditional solutions of garbage collectors for Java-based
systems do not seem to produce the lowest energy consumption solutions.

1 Introduction

Currently Java is becoming one of the most popular choices for embedded/portable
environments. In fact, it is suggested that Java-based systems as mobile phones, PDAs,
etc. will enlarge their current market from around 150 million devices in 2000 to more
than 700 millions at the end of 2005 [20]. One of the main reasons for this large growth
is that the use of Java in embedded systems allows developers to design new portable
services that can effectively run in almost all the available platforms without the use
of special cross-compilers to port them to different platforms, as happens with other
languages (e.g. C or C++). Nevertheless, the abstraction provided by Java creates an
additional major problem, which is the performance degradation of the system due to
the inclusion of an additional component, i.e. the Java Virtual Machine or JVM, to
interpret the native Java code and to execute it onto the present architecture.

In recent years, a very important research effort has been done for Java-based sys-
tems to improve performance up to the level required in new embedded devices. This
research has been mainly performed in the JVM. More specifically, it has focused on
optimizing the execution time spent in the automatic object reclamation or Garbage
Collector (GC) subsystem, which is one of the main sources of overall performance
degradation of the system.

� This work is partially supported by the Spanish Government Research Grant TIC2002/0750
and E.C. Marie Curie Fellowship contract HPMT-CT-2000-00031. + Also professor at
ESAT/K.U.Leuven-Belgium

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 69–78, 2005.
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However, the increasing need for efficient systems (i.e. low-power) limits very sig-
nificantly the use of Java for new embedded devices since GCs are usually efficient
enough in performance, but very costly in energy and power. Thus, efficient (from the
energy viewpoint) automatic DM reclamation mechanisms and methodologies to define
them have to be proposed for a complete integration of Java in the design of forthcoming
very low-power embedded systems.

In this paper we present a detailed study of the energy consumed in current state-
of-the-art GCs (i.e. generational GCs, mark-and-sweep, etc.), which is the first step to
design custom energy-aware GCs for actual dynamic applications (e.g. multimedia) of
embedded devices. The remainder of this paper is organized in the following way. In
Section 2 we summarize some related work. In Section 3 we describe the experimental
setup used to investigate the energy consumption features of GCs and the representative
state-of-the-art GCs used in our study. In Section 4, we introduce our case studies and
present the experimental results attained. Finally, in Section 5 we draw our conclusions.

2 Related Work

Nowadays a very wide variety of well-known techniques for uniprocessor GCs (e.g.
reference counting, mark-sweep collection, copying garbage collector) are available in
a general-purpose context within the software community [11]. Recent research on GC
policies has mainly focused on performance [6]. Our work extends their research to the
context of energy consumption.

Eeckout et al. [8] investigate the microarchitectural implications of several virtual
machines including Jikes. In this work, each virtual machine has a different GC, so their
results are not consistent related to memory management. Similarly, Sweeney et al. [18]
conclude that GC increases the cache misses for both instruction and data. However,
they do not analyze the impact of different strategies in the total energy consumed in
the system as we do.

Chen et al. [7] focus in reducing the static energy consumption in a multibanked
main memory by tuning the collection frequency of a Mark&Sweep-based collector that
shuts off memory banks that do not hold live data. The reduction of leakage approach
is parallel to ours and can be used complementary.

Finally, a large body of research on memory optimizations and techniques exists for
static data in embedded systems (see e.g. [5, 14] for good tutorial overviews). All these
techniques are complementary to our work and are applicable in the part of the Java
code that accesses static data in the dynamic applications under study.

3 Experimental Setup

In this section we first describe the whole simulation environment used to obtain de-
tailed memory access profiling of the JVM (for both the application and the collector
phase). It is based on cycle-accurate simulations of the original Java code of the ap-
plications under study. Then we summarize the representative set of GCs used in our
experiments. Finally we introduce the sets of applications selected as case studies.
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3.1 Simulation Environment

Our simulation environment is depicted in Figure 1 and consists of three different parts.
First, the detailed simulations of our case studies have been obtained after modifying
significantly the code of Jikes RVM (Research Virtual Machine) from the Watson Re-
search Center of IBM [9]. Jikes RVM is a Java virtual machine designed for research. It
is written in Java and the components of the virtual machine are Java objects [10], which
are designed as a modular system to enable the possibility of modifying extensively the
source code to implement different GC strategies and custom GCs. We have used ver-
sion 2.3.2 along with the recently developed memory manager JMTk (Java Memory
management Toolkit) [9].

The main modifications in Jikes have been performed to integrate in it the Dy-
namic SimpleScalar framework (DSS) [21], which is an upgrade of the well known
SimpleScalar simulator [4]. DSS enables a complete Java virtual machine simulation
by supporting dynamic compilation, threads scheduling and garbage collection. It is
based on a PowerPC ISA and has a fully functional and accurate cache simulator. We
have included a cross-compiler [12] to be able to run our whole Jikes-DSS system onto
the Pentium-based platform available for our experiments instead of the PowerPC tra-
ditionally used for DSS. In our experiments, the memory architecture consists of three
different levels: an on-chip SRAM L1 memory (with separated D-cache/I-cache), an on-
chip unified SRAM L2 memory of 256K and an off-chip SDRAM main memory. The
L1 size is 32K and the L1 associativity has been tested between 1-way and 32-ways.
The block size is 32 bytes and the cache uses and LRU blocks replacement policy.

Proposed Simulation Environment

Jikes RVM 
Linux/ PowerPC

Simulation results
 (instruction and data accesses)

Dynamic SimpleScalar

Linux/ IA32

cross-compiler

updated analytical Cacti Model for 0.13um 
(final energy values calculation)

Fig. 1. Graphical overview of our whole simulation environment

Finally, after the simulation in our Jikes-DSS environment, energy figures are cal-
culated with an updated version of the CACTI model [3], which is a complete en-
ergy/delay/area model, scalable to different technology nodes, for embedded SRAMs.
For all our results shown in Section 4, we use the .13μm technology node. In our en-
ergy results for the SDRAM main memory we also include static power values (e.g.
precharging of a bank, page misses, etc.) that have been derived from a power estima-
tion tool of Micron 16Mb mobile SDRAM [13].
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3.2 Studied State-of-the-Art Garbage Collectors

Next, we describe the main differences among the studied GCs to show how they can
cover the whole state-of-the-art spectrum of choices in current GCs. We refer to [11]
for a complete overview of garbage collection techniques and for further details of the
specific implementation used in our experiments with Jikes [9].

In our study all the collectors fall into the category of GCs known as tracing stop-
the-world [11]. This implies that the running application (more frequently known as
mutator in the GCs context) is paused during garbage collection to avoid inconsistencies
in the references to dynamic memory in the system. To distinguish the live objects
among the garbage, the tracing strategy relies on determining which objects are not
pointed to by any living object. To this end, it needs to traverse the whole relationship
graph through the memory recursively. The way of reclaiming the garbage produces
the different tracing collectors of this paper. Inside this class we study the following
representative GCs for embedded devices: mbdlma@hotmail.com - Mark-and-sweep
(or MS): the allocation policy uses a set of different block-size free-lists. This produces
both internal and external fragmentation. Once the tracing phase has marked the living
data, the collector needs to sweep all the available memory to find unreacheable objects
and reorganize the free-lists. The sweeping of the whole heap is very costly and to avoid
it in the Jikes virtual machine, the sweep-phase is implemented as lazy. This means that
the sweep is delayed up to the allocation phase. This is a classical collector implemented
in several Java virtual machines as Kaffe [2], JamVM [15] or Kissme [16].

- Copying collector (SemiSpace or SS): it divides the available space of memory in
two halves, called semispaces. The objects that are found alive are copied in the other
semispace in order and compacted.

Generational Collectors: in this kind of GCs, the heap is divided into areas according
to the antiquity of the data. When an object is created, it is assigned to the youngest
generation, the nursery space. As objects survive different collections they mature, that
is to say, they are copied into older generations. The frequency with which a collection
takes place is lower in older generations.

The generational collector can manage the distinct generations with the same policy
or assign to each one different strategies. We consider here two options:

– GenCopy: a generational collector with semispace copying policy in both nurs-
ery and mature generation. This collector is used in the BEA JRockit virtual Ma-
chine [19] and the SUN J2SE(Java 2 Standard Edition) JVM by default uses a very
close collector with a Mark&Compact strategy in the mature generation.

– GenMS: a hybrid generational collector with semispace copying policy in the nurs-
ery and mark-and-sweep strategy in the mature generation. The Chives Virtual Ma-
chine [1] uses a hybrid generational collector with three generations

Copying collector with Mark-and-Sweep (or CopyMS in our experiments): It is
the non-generational version of the previous one. Objects that survive a collection are
managed with a mark-and-sweep strategy and therefore they are not moved any more.

In Jikes, these five collectors manage objects bigger than a certain threshold (by
default 16K) in a special area. Jikes also reserves space for immortal data and meta data
(where the references among generations are recorded, usually known as the remem-
bered set). These special memory zones are also studied in our experimental results.
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Finally, it is important to mention that, even though we study all the previous GCs
with the purpose of covering the whole range of options for automatic memory man-
agement, real-life Java-based embedded systems typically employ MS or SS since they
are initially the GCs that possess less complex algorithms to implement; Thus, theo-
retically putting less pressure in the processing power of the final embedded system
and achieving good overall results (e.g. performance of memory hierarchy, L1 cache
behaviour, etc.)
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Fig. 2. Energy figures for L1-32K, direct mapped and LRU replacement policy

3.3 Case Studies

We have applied the proposed experimental setup to the GCs presented in the previous
subsection running the most representive benchmarks in the suite SPECjvm98 [17] for
new embedded devices. These benchmarks could be launched as dynamic services and
extensively use dynamic data allocation. The used set of applications is the following:

222 mpegaudio: it is an MPEG audio decoder. It allocates 8 MB + 2 MB in the LOS.

201 compress: it compresses and then uncompresses a large file. It mainly allocates
objects in the LOS (18 MB) while it uses only 4MB of small objects.

202 Jess: it is the Java version of an expert shell system using NASA CLIPS. It is
compound fundamentally of structures of sentences ‘if-then’. It allocates 48 MB (plus
4 MB in the LOS) and most objects are short-lived.

205 Raytrace: raytraces a scene into a memory buffer. It allocates a lot of small data
(155 MB + 1 MB in the LOS) with different lifetimes.

213 javac: it is the java compiler. It has the highest program complexity and its data is
a mixture of short and quasi-inmortal objects (35MB + 3 MB in the LOS).

The suite SPECjvm98 offers three input sets(referred as s1, s10, s100), with differ-
ent data sizes. In this study we have used the medium input data size, represented as s10,
as we think it is more representative of the actual input sizes of multimedia applications
in embedded systems.
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4 Experimental Results

This section shows the application of the previously explained experimental setup (see
Section 3 for more details) to perform a complete study of automatic dynamic memory
management mechanisms for embedded systems according to key metrics in embedded
systems (i.e. energy, power and performance of the memory subsystem). To this end,
in this section we first analyze the dynamic allocation behaviour of the different SPEC
benchmarks and categorize them in dynamic behaviour scenarios. Then, we discuss
how the different GC strategies respond to each scenario. Finally, we study how several
key features of the memory hierarchy (i.e. associativity of the cache and the size of
main memory) can affect each GC behavior from an energy consumption point of view.

4.1 Analysis of Data Allocation Scenarios for JVM in Embedded Systems

After a careful study of the different data allocation behaviours encountered in the SPEC
benchmarks, we have been able to identify three types of scenarios:

1. The first scenario related to benchmarks that employ a very limited memory space
within the heap, such as 222 mpegaudio in SPEC. In fact, since it allocates a very
reduced amount of dynamic memory, it is usually not considered in GC studies. Nev-
ertheless, as we can see in figure 2(a) the GC choice influences the virtual machine
behavior during the mutator phase (due to allocation policy complexity and data lo-
cality) and it can achieve, if correctly selected, up to a 40% global energy reduction.
Hence, we are including it as representative example of this kind of benchmarks, which
in reality are not so infrequent since many traditional embedded applications (e.g. MP3
encoders/decoders, MPEG2 applications, etc.) use static data and only few data struc-
tures demand dynamic allocations.

2. The second scenario has been identified in benchmarks that mostly allocate large
objects, such as 201 compress. This benchmark is the Java version of 129.compress
benchmark from the SPEC CPU95 suite and it is an example of Java programming
in a C-like style. The fraction of heap accesses to the TIB (Type Information Block)
table is very small relative to the fraction of accesses to array elements (the Lemper-
Ziv’s dictionaries). This means that the application spends more time accessing static
memory via C-like functions rather than generating and accessing dynamic memory
using object-oriented methods as in native Java applications. Hence, similarly to the
previous type of scenario, it is usually considered an exception and not included in
GC studies. Nonetheless, we have included it in our study as we have verified that
such kind of non-truly object-oriented Java program with dynamic behaviour is quite
common in embedded systems. Moreover, we consider that compressing algorithms are
very frequently present in embedded environments and the big amount of large objects
allocation required in such systems demands a deep understanding.

3. The third possible scenario has been observed in benchmarks with a medium to
high amount of allocated data, and with different life timespan, for instance, in SPEC:
202 Jess, 205 Raytrace and 213 javac. These benchmarks are the ones most fre-

quently considered in performance studies of GCs and in this paper we present com-
plementary results for them taking into consideration energy figures apart from perfor-
mance values.
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4.2 Comparison of GC Algorithms

Our results indicate that each GC shows a different behaviour regarding which scenario
the application under study belongs to. In the first scenario, the percentage of energy
wasted in the collection phase is not significative in comparison with the energy spent
during the mutator phase. However, as Figure 2(a) depicts, the global JVM energy con-
sumption varies significantly depending on the chosen GC. First, we can observe that
it is very important the effect of the allocation policy associated with the GC. In fact,
Figure 2(a) indicates that the simplest GC of all tested copying collectors, i.e. SS (see
Section 3.2 for more details) attains better energy results than MS, which uses free-
lists and lazy deletion. Second, our results indicate that since the number of accesses
and L1 cache miss rates (see Table 1) of all copying-based collectors are very similar,
the main factor that differentiates their final energy figures is the L2 miss rate. Thus,
outlining that hybrid collectors that minimize this factor (i.e. CopyMS and GenMS) pro-
duce the best results for energy consumption. In fact, the best choice for this scenario
(i.e. CopyMS) achieves an overall energy reduction of 55% compared to the classical
Mark&Sweep collector employed in many embedded systems.

In the second scenario, the percentage of energy wasted in the collection phase
varies from a 25% to a 50% of the final JVM energy consumption. This indicates that
current GCs for embedded systems are not really tuned for this type of embedded appli-
cation. Then, considering the special characteristics of 201 compress (see Section 4.1),
we can observe that, contrarily to the previous scenario, the energy behavior during the
mutator phase for the pure copying GCs is better than for the hybrid ones. However,
the better space management that hybrids collectors exhibit produce a lesser number of
collections; Thus, the energy spent in the collection step is up to 40% less than pure
copying GCs. All in all, hybrid collectors attain a final energy reduction of 5% com-
pared to copying GCs, and again CopyMS is the best election.
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In the third group of benchmarks, we find that the handicaps associated with the
classical SemiSpace copying collector make it not appropriate for memory constrained
environments. The fact is that Figure 3(a) (for a heap memory of 16MB) shows that SS
consumes less energy than MS during the mutator phase, the one next with less energy
consumption in this phase, but it possesses a large penalty in the collection step. As
a result, the global energy consumption of this GC is twice the consumption of any
other collector studied. Due to this fact, it is discarded and it will not be included in the
rest of results presented related to the third scenario for a main memory size of 16MB.
Nevertheless, it is important not to discard this GC in other working environments with
less constrained main memory sizes. In fact, we have performed an additional set of
experiments with larger main memories (i.e. 32MB or 64MB) and, with these larger
heap sizes, SS achieves even better results than MS. This is due to the fact that SS
performs more memory accesses than MS when there are more objects alive in the
heap, while MS and other GCs perform more memory accesses when more objects are
dead. Therefore, on the one hand, in smaller heaps (e.g. like with 16 MB), there is
not enough time for the objects to die and SS is more expensive than MS in energy
consumption. On the other hand, in large heaps where more objects can die between
memory collections, SS is favoured compared to MS and other GCs; thus, it consumes
less energy.

In addition, we can observe that the best energy consumption results for this sce-
nario are achieved by different variations of the two generational GCs studied (i.e.
GenMS and GenCopy in Figure 3(a)). This occurs because for the input data size used
(s10) the amount of metadata produced by the write barriers is insignificant. Thus, no
performance penalties appear in generational GCs and they attain similar results to the
hybrid solutions that were the best options in the other scenarios (e.g. CopyMS) during
the mutator phase. Next to this, the minor collections (only in parts of the heap, see
Subsection 3.2 for more details) in the generational strategy interfere less in the cache

Table 1. Summary of cache miss rates in all benchmarks with L1-32K and direct mapped

mut-ins-L1 % mut-data-L1 % mut-L2 % col-ins-L1 % col-data-L1 % col-L2 %
1◦ scenario MS 9.9 6.6 92.5 13.3 7.3 30.8

SS 9.9 6.2 67.3 13.3 7.8 41.1
CopyMS 10.0 6.2 54.8 14.0 5.7 36.4
GenMS 10.1 6.3 58.9 13.4 6.7 53.6

GenCopy 10.0 6.3 74.0 14.0 6.8 51.2
2◦ scenario MS 8.7 5.1 32.6 13.2 7.3 30.3

SS 7.7 7.4 22.0 13.3 7.8 42.7
CopyMS 8.6 7.0 30.5 14.0 5.6 37.1
GenMS 8.4 7.1 33.6 13.6 5.9 45.1

GenCopy 7.5 5.0 24.4 14.1 6.5 45.1
3◦ scenario MS 13.0 8.1 56.2 13.3 7.4 31.9

SS 13.4 8.5 52.5 13.4 7.8 44.2
CopyMS 13.1 8.8 53.9 14.0 5.7 38.4
GenMS 12.7 8.1 50.3 12.8 6.0 42.5

GenCopy 12.9 7.9 49.8 13.6 6.5 43.3
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behavior than the full heap collections of non-generational ones. Furthermore, GenMS
does not need to reserve space for copying surviving objects in the mature generation.
This produces a lesser number of both minor and mayor collections and it is the eventual
reason why GenMS obtains slightly better results than GenCopy.

Finally, to test if there are important effects of the eventual memory hierarchy in
the GCs, we have performed a final set of experiments varying the associativity of the
L1 cache from 1-way to 32-ways and with a main memory size of 16 MB. The results
accomplished are depicted in Figure 3(b), which indicates that the energy breakdown
figures of the different GCs (without SS) for this third scenario, distinguishing the en-
ergy consumption during the mutator phase (mut) and collector phase (col). As these
results outline, depending on the memory hierarchy (in this case simply modifying the
L1 associativity), the influence of the GC algorithm choice can vary significantly. In
fact, in this case the energy consumption differences between GCs can vary up to 50%
in the collection phase and and its indirect effect in the mutator phase can reach an
additional 20% variation in energy consumption. Hence, the global variation in energy
consumption can be up to 40%. Also, this study indicates that the L1 miss rates (see
Table 1) are very similar for all GCs. Finally, we can observe that Mark&Sweep has the
lowest L2 miss rates. Besides, with an associativity of 8-ways, the reduction in the num-
ber of misses (Figure 3(a)) is translated in a drastic reduction of the energy spent in both
main memory and L2 cache. This reduction produces a final global energy very close
to the best results of the generational GCs, figure 3(b). Therefore, the Mark&Sweep
handicaps can be diminished with a proper cache paremeters selection. In summary, the
GC algorithm choice is a key factor for optimizing the final energy consumption of the
JVM, but it should take into account the memory hierarchy to be tuned conveniently.

5 Conclusions

New embedded devices can presently execute complex dynamic applications (e.g. mul-
timedia). These new complex applications are now including Java as one of the most
popular implementation languages in their designs due to its high portability. Hence,
new Java Virtual Machines (JVM) should be designed trying to minimize their energy
consumption while respecting the soft real-time requirements of these embedded sys-
tems. In this paper we have presented a complete study from an energy viewpoint of the
different state-of-the-art GCs mechanisms used in current JVM for embedded systems.
We have shown how the GCs traditionally used in embedded devices (i.e. MS or SS)
for Java-based systems do not achieve the best energy results, which are obtained with
variations of generational GCs. In addition, the specific memory hierarchy selected can
significantly vary the overall results for each GC scheme, thus showing the need of
further research in this aspect of Java-based embedded systems.
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Abstract. Data transfers and storage are dominating contributors to the area and
power consumption for all modern multimedia applications. A cost-efficient re-
alisation of these systems can be obtained by using high-level memory optimi-
sations. This paper demonstrates that the state-of-the-art memory optimisation
techniques only partly can deal with code from real-life multimedia applications.
We propose a systematic preprocessing methodology that can be applied on top
of the existing work. This opens more opportunities for existing memory optimi-
sation techniques. Our methodology is complemented with a postprocessing step,
which eliminates the negative effects of preprocessing and may further improve
the code quality [7, 10]. Our methodology has been applied on several real-life
multimedia applications. Results show a decrease in the number of main memory
accesses up to 45.8% compared to applying only state-of-the-art techniques.

1 Introduction

Modern multimedia systems are characterised as applications with huge amount of data
transfers and large memories. Thus, the memory subsystem in these applications con-
sumes a major part of the overall area and energy. The utilisation of the memory sub-
system by optimisation of global memory accesses usually brings significant energy
savings [5]. Improving the temporal locality of the memory accesses also decreases the
life-time of data elements and hence the required memory footprint.

Every recent high-level low-power design methodology contains a global loop trans-
formation (GLT) stage [5, 12, 15]. This stage either improves the parallelisation oppor-
tunities at the instruction or data level, or it improves the locality of data accesses so
that data can be stored in lower levels of the memory hierarchy, resulting in significant
area and power gains.

The loop transformations are nearly always performed on a geometrical model [19,
23] which is very effective in dealing with generic loop transformations [6, 12, 15, 24].
However, the geometrical model imposes strict limitations on the input code, namely it
considers only the static control parts (SCoP) [3]. The static control part is a maximal
set of consecutive statements without while loops, where loop bounds and conditionals
may only depend on invariants within this set of statements. These invariants include
symbolic constants, formal function parameters and surrounding loop counters. Also,
the geometrical model requires pointer-free single-assignment code in one function [5].
Clearly, this is not acceptable from a user and application point of view.

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 89–98, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



90 Martin Palkovic et al.

Initial specification

Implementation

Earlier published work 
in preprocessing

Global loop 
transformations

Preprocessing of
data-dep. constr.

High-level optimisations (except GLT),
low-level optimisations (e.g., SIMD)

Global loop 
transformations

(a) (b) (c)

Postprocessing

current state-of-the-art

Fig. 1. Optimisation approaches compared in the paper: (a) without GLT, (b) with GLT and ex-
isting preprocessing, (c) with GLT and our systematic preprocessing on top of existing design
flow

To alleviate this situation we propose a systematic preprocessing methodology deal-
ing with data dependent constructs which are the major limitation for geometrical
model. We do not consider dynamic data types and dynamic memory allocation be-
cause this is out of the scope of GLT and high-level optimisations we are using as a
backend. For dynamic memory management methodology see [2]. The steps of our
methodology are applied on top of the earlier published work in preprocessing (see
Section 2) as shown in Figure 1. All of our steps described in this paper are performed
manually, however in a systematic way. The automation process is ongoing and it is out
of the scope of the paper. For details about the current automation status see [17, 18].

The rest of the paper is structured as follows. Section 2 surveys related work in pre-
processing. In Section 3 we describe MP3 audio decoder which is used as an example
in this paper. Section 4 explains our preprocessing methodology. Section 5 describes
our results on three real-life multimedia benchmarks and compares the results to the
state-of-the-art work. Finally, in Section 6 we draw several conclusions.

2 Related Work

The state-of-the art in application preprocessing which overcomes the strict limitations
of the geometrical model used by most loop transformation approaches includes se-
lective function inlining [1] (SFI), pointer analysis and conversion [8, 20] (PA&C),
dynamic single assignment (DSA) conversion [22] and hierarchical rewriting [5]. Hi-
erarchical rewriting partitions an application in three function layers. The first layer
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contains process control flow, the second layer contains loop hierarchy and indexed sig-
nals and the third layer contains arithmetic, logic and data-dependent operations. Only
the second layer containing memory management is the target for high-level low-power
optimisation.

As mentioned in the introduction loop transformations performed on geometrical
model do not deal with data dependent behaviour [3]. Still, some related work can be
found in the high level hardware synthesis area. To deal with data-dependent control
flow changes, a transformation technique to convert an iterative algorithm whose loop
bounds are data dependent to an equivalent data independent regular algorithm has
been proposed in [11]. However, the authors use the worst case assumption to define
the structure of a given situation and lose information about data-dependent iterator
bounds. In [13] a special internal representation is used to treat both data-flow and
control-flow designs. This representation is meant for developing scheduling heuristics
and it does not enable the GLT.

3 Benchmark Description and Profiling

We use one of our applications, the MP3 decoder [14], as example during the rest of the
paper. The MP3 decoder is a frame-based algorithm for decoding a bitstream from the
perceptual audio coder. A frame is coding 1152 mono or stereo samples and is divided
into two granules of 576 samples. Each granule consists of 32 subband blocks of 18
frequency lines and has two channels. One channel in one granule is called a block.

After receiving a frame, the frame is Huffman decoded (see decoder frontend in
Figure 2). Then, on the Huffman decoded frame, several kernels are applied (see the
decoder backend in Figure 2). For details about the different kernels, see [14]. In the
rest of the paper, we will concentrate only on the decoder backend. The decoder fron-
tend (Huffman decoder) is not data access intensive compared to the rest of the whole

Frequency
Inversion

Synthesis
Polyphase
Filterbank

Right

Left

PCM

IMDCTAlias
Reduction

Bitstream Sync
and
Error

Checking

Huffman
code bits

Hufman 
Information

Scalefactor
Information Scalefactor

Decoding

Huffman Info
Decoding

Reqantization Reordering

Joint
Stereo

Decoding

Frequency
Inversion

Synthesis
Polyphase
Filterbank

IMDCTAlias
Reduction

Huffman
Decoding

Decoder frontend

Decoder backend

Fig. 2. MP3 audio decoder structure
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decoder and is also not suited for high-level memory optimisation because of irregular
memory accesses and a lot of small look-up tables.

For the decoding of the MP3 blocks (a block is one channel in one granule), different
methods are used depending of the initial coding of the block on the encoder site. Each
block can be coded using short window, mixed window or one of three types of long
window. Also, each block can be coded using stereo decoding or joint stereo decoding
(middle side and/or intensity stereo decoding). Combination of these options introduces
different modes of decoding, which are represented with data dependent conditions in
the benchmark code. However, the occurrence of different modes is not the same. To
identify the most probable ones, we have profiled our application with dozens realistic
mp3 bitstreams (see Table 1).

Table 1. Frequency of use (in %) of different modes in MP3 audio decoder for real-life bitstreams.
This information will be used in Section 4, Subsection 4.1

Mode Frequency Scenario
Long block (type 0)/Joint Middle Side Stereo Decoding 90.1% 1
Long block (type 0)/Stereo Decoding 3.2% 1
Long block (type 1&3)/Joint Middle Side Stereo Decoding 3.1% 1
Long block (type 1&3)/Stereo Decoding 0.9% 1
Short block (type 2)/Joint Middle Side Stereo Decoding 1.4% 2
Short block (type 2)/Stereo Decoding 1.2% 2
Other <0.1% 3

4 Systematic Preprocessing of Data Dependent Constructs

We consider that the preprocessing steps listed in Section 2 have been already com-
pleted on the initial source code before applying the remaining steps of our method-
ology. In particular, we applied SFI, PA&C, DSA and hierarchical rewriting. In MP3
audio decoder one kernel was unrolled by factor of 2. We decided to roll-up this kernel
which improved the structure of the code and allowed later better opportunities for GLT
(loop fusion).

An example of the code after preprocessing is shown in Figure 3a. Layer 1 contains
process control flow, i.e. reading, decoding and writing out one frame (1152 stereo
samples). Layer 2 describes the loop hierarchy and indexed array signals of the decod-
ing itself. This layer contains all information that is relevant for memory management
which is the target for the high-level low-power optimisation. Layer 3 contains arith-
metic, logic (e.g. requantization of one sample in the long block) and data-dependent
operations (so this already eliminates the innermost conditions from the layer 2 code).
The second layer is the input code for 3 new preprocessing steps addressed in this paper,
namely:

1. Identifying scenarios from profiling information
2. Moving non-innermost data dependent conditions to layer 3
3. Extending data dependent iterator bounds

In the sequel all three new steps will be explained and demonstrated on different
parts of an MP3 decoder.
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/∗ Layer 1 s o u r c e code ∗ /
whi le ( ! EOF) {

. . . r e a d f r a m e f r o m b i t s t r e a m . . .

. . . h u f f m a n d e c o d e r . . .

. . . mp3 decoder . . .

. . . wr i te raw PCM samples . . .
}

/∗ Layer 2 s o u r c e code ∗ /
i f ( g s i d e i n f o . b l o c k t y p e [ g r ] [ ch ]==2)

f o r ( i = 0 ; . . . )
. . . r e q u a n t i z e l o n g b l o c k ( i s [ g r ] [ ch ] [ i ] ) ;

i f ( g s i d e i n f o . b l o c k t y p e [ g r ] [ ch ] ! = 2 )
. . .

. . .
i f ( g f r a m e h e a d e r . m o d e e x t e n s i o n & 0 x2 )

f o r ( i = 0 ; . . . )
. . . j o i n t m / s s t e r e o d e c o d e . . .

. . .

/∗ Layer 3 s o u r c e code ∗ /
i n t r e q u a n t i z e l o n g b l o c k ( i n t i n ) {

tmp1 = pow ( 2 . 0 , . . . ) ;
tmp2 = pow ( 2 . 0 , . . . ) ;
tmp3 = in <0.0 ? −pow 43 ( i n ) : pow 43 ( i n ) ;
return tmp1∗tmp2∗tmp3 ;

}

/∗ Layer 1 s o u r c e code ∗ /
. . .

/∗ Layer 2 s o u r c e code ∗ /
/∗ S c e n a r i o p a r t i t i o n 1 ∗ /
i f ( g s i d e i n f o . b l o c k t y p e [ g r ] [ ch ]!=2 &&
. . .
g f r a m e h e a d e r . m o d e e x t e n s i o n & 0 x2 ) {

. . . r e q u a n t i z e l o n g b l o c k . . .

. . . j o i n t m / s s t e r e o d e c o d e . . .

. . . a n t i a l i a s . . .

. . . IMDCT . . .

. . . f r e q u e n c y i n v e r s i o n . . .

. . . s y n t h e s i s p o l y p h a s e f i l t e r b a n k . . .
}

/∗ Layer 3 s o u r c e code ∗ /
. . .

(a) (b)

Fig. 3. (a) MP3 code after hierarchical rewriting. (b) Scenarios for an MP3 decoder

4.1 Identifying Scenarios from Profiling Information

In real-life multimedia applications, various parts of the bitstream are coded with dif-
ferent methods depending on audio and video characteristics of the input signal (see
Section 3 for an MP3 audio decoder). These different options introduce different modes
of decoding as we discussed in previous Section (see Table 1), with possibly different
computation and memory requirements. A set of modes is called a scenario. Scenar-
ios are interesting because they can remove the outermost data dependent if conditions
which are preventing from performing the GLT.

Identifying scenarios means first collecting the profiling information of all possible
modes. Similar modes are then grouped together and create a scenario. Similarity is
measured as ratio of the number of identical statements covered by execution of two
decoding modes and the total number of statements covered by these modes, i.e.

Similarity(modei, modej) =
‖statements(modei) ∪ statements(modej)‖
‖statements(modei) ∩ statements(modej)‖

Note, that if i = j all statements are identical (we compute the similarity of the same
mode) and the Similarity is 1. When there are no common statements in modei and
modej the Similarity is 0. The similarity is computed only for modes, that are relevant,
i.e. first n most frequently used modes that cover 90% of the whole execution time of
the application. For an MP3 we observed that only 6 modes cover 99.9% of the whole
execution time so we took all of them. The 6 modes cover approximately 26% of all
possible modes.
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After profiling and computing the similarity for the n=6 most frequently used modes
we grouped together modes that had similarity measure close to 1. Using this approach
we created 2 scenarios for the MP3 audio decoder. The first scenario groups long blocks
type 0,1,3 coded with stereo or middle side coding (see Table 1). The second scenario
contains short blocks type 2 coded with stereo or middle side coding. For the rest, i.e.
the 18 uncovered modes we create one backup scenario.

By creating scenarios, we eliminate most of the outermost data dependent condi-
tions in the code targeted for optimisation. This is done by separation of modes to
different groups we call scenarios (compare layer 2 in Figure 3a and Figure 3b). On
the other hand, this leads to significant code size overhead due to the duplication of
the code. The cost of scenario creation is in code duplication and thus the code size
increase. The gain is in the reduction of number of memory accesses to expensive off-
chip memories after high-level GLT. These transformations can be also beneficial for
code size as we will see in the sequel. Without scenario creation these transformations
will not be feasible.

To illustrate this on our benchmark, with the grouping mentioned above, we have
initially increased the code size by 50%. However, this grouping has enabled GLT that
have not been feasible before. After these transformations the overall code size increase
is only 2%, while the reduction in the number of main memory accesses is significant
as we will see in Section 5. In general, we group paths with the highest similarity
measure, thus the code size increase is kept under control. The remaining steps of the
methodology do not increase the code size at all.

4.2 Moving Non-innermost Data Dependent Conditions to Layer 3

In this step we move data dependent if conditions down in the loop hierarchy.
We have eliminated most of the outermost data dependent conditions by creating

scenarios as we have described in Subsection 4.1. However, one scenario contains sev-
eral modes, i.e. some outermost data dependent conditions remain. E.g. in scenario 1
of our MP3 audio decoder example (long blocks type 0,1,3 and stereo/joint middle side
stereo decoding) the data dependent condition in stereo decoding kernel is present (see
Figure 4a). Note, that the data dependent condition which decides the active one among
long blocks 0,1,3 is innermost and is already hidden in layer 3 of the IMDCT kernel.
Also, the code can contain data dependent conditions in the middle of the loop hierar-
chy.

To eliminate the rest of the outermost and middle data dependent conditions we
move them down in the loop hierarchy to hide them also in layer 3. When moving down
in the loop hierarchy, the condition is evaluated many more times. If these conditions

i f ( g f r a m e h e a d e r . m o d e e x t e n s i o n & 0 x2 )
f o r ( i =0; i <576; i ++)

os [ g r ] [ ch ] [ i ] = . . .

f o r ( i =0; i <576; i ++)
os [ g r ] [ ch ] [ i ] =
( g f r a m e h e a d e r . m o d e e x t e n s i o n & 0 x2 )
? . . . : os [ g r ] [ ch ] [ i ] ;

(a) (b)

Fig. 4. Stereo kernel before (a) / after (b) moving data dependent condition to layer 3
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create too much overhead for the control-flow, they can be optimised using techniques
similar to Falk et. al. [7] after GLT. Also, for our example, the stereo decoding kernel
is the only place where the data dependent condition is preventing the loop fusion of
all kernels. So to hide his condition in layer 3 may have a huge positive impact on data
transfers to main memory and thus on overall power consumption. This stresses the
importance of moving the condition down.

Note, that the step 4.2 is complementary with the step 4.1 and together they solve
the whole problem of data dependent conditions in the application. I.e. the outermost
and middle data dependent conditions that have not been handled in step 4.1 are moved
to layer 3 in step 4.2. The overhead of moving data-dependent conditions to layer 3 will
be eliminated in our postprocessing step by applying the hoisting techniques of Gupta
et. al. [10] and the loop nest splitting techniques by Falk et. al. [7].

4.3 Extending Data Dependent Iterator Bounds

In this step we replace the data dependent iterator bound by a worst case bound and
data dependent if condition inside the loop.

In MP3 decoder the decoded data are divided in 3 regions: big value, count1 and
rzero region. The borders of the count1 region are data dependent and only first two
regions are decoded in the requantization kernel. This is resulting in data dependent
iteration bound (see Figure 5a) which is not acceptable for GLT. Thus, we have to extend
the data dependent iterator bound to the worst case and data dependent condition inside
the loop (see Figure 5b). The extension to worst case increases the number of iterations
of that particular loop, however could be beneficial for energy after applying GLT.

If we use the worst case for the upper bound (576 samples) in the requantization
kernel of the MP3 decoder, we increase the average number of iterations for this loop
from 473 to 576. This results in 22% more iterations. The benefit is in the opportunity
to merge this kernel with the remaining kernels. Thus we eliminate large intermediate
buffers and reduce the number of main memory accesses as we will see in Section 5.

Note, that if the introduced condition is non-innermost, we have to move if condition
to layer 3. This means to repeat step 4.2 for this condition.

5 Results

In this Section we report our results for all 3 real-life multimedia applications: an MP3
audio decoder [14], a DivX5.x video decoder [16] and a QSDPCM audio coder [21].

f o r ( i =0 ; i<g s i d e i n f o . coun t1 [ g r ] [ ch ] ; i ++)
. . . = r e q u a n t i z e l o n g b l o c k ( . . . ) ;

(a)

f o r ( i =0 ; i <576; i ++)
i f ( i<g s i d e i n f o . coun t1 [ g r ] [ ch ] )

. . . = r e q u a n t i z e l o n g b l o c k ( . . . ) ;

f o r ( i =0 ; i <3476; i ++)
i f ( i<g s i d e i n f o . coun t1 [ g r ] [ ch ] )

. . . = r e q u a n t i z e l o n g b l o c k ( . . . ) ;

(b) (c)

Fig. 5. Requantization kernel before (a) / after (b) data dependent iterator bounds extension
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We have applied our preprocessing methodology on top of existing preprocessing
work as explained in Section 4. After that, the GLT step has been applied (mainly strip
mining, loop interchange and loop fusion) to improve the temporal locality. First strip
mining and loop interchange have been applied to be able to fuse the kernels optimally.
The script to apply such loop transformations is not the focus of this paper though.
A description of the main principles can be found in related work for loop transfor-
mations [6, 12, 15, 24]. After loop fusion, the advanced signal propagation [22] and
in-place [9] have been used to eliminate large intermediate buffers.

Although beneficial for memory optimisations, the preprocessing introduces usu-
ally instruction and control-flow overhead (e.g., code duplication, extending the loop
bounds, moving if conditions down in the loop hierarchy and thus execute it more of-
ten). However, the postprocessing techniques and tools like the one of Falk et al. [7] for
optimising control flow or code hoisting techniques and common subexpression elim-
ination techniques for elimination of code duplication [10] can be used to remove the
negative preprocessing effects and further improve the code quality.

After these high-level optimisations, we have used the ATOMIUM profiling tool to-
gether with Memory Hierarchy Layer Assignment (MHLA) [4] tool. We have observed
the traffic from/to main memory and we have determined the number of main memory
accesses for an optimised memory organisation.

Table 2. Comparison of # main memory (MM) accesses of initial application (initial), loop trans-
formed application after existing preprocessing (GLT) and loop transformed application after
our preprocessing for data-dependent constructs on top (PRE+GLT). The last two columns show
improvement using our techniques comparing PRE+GLT and GLT results

Application Initial GLT PRE+GLT Δ
#MM access #MM acc. reduction(%) #MM acc. red.(%) #MM acc. red.(%)

MP3 [×106] 714.2 126.9 82.2% 68.8 90.4% 58.1 45.8%
DivX5.x [×106] 9.29 9.29 0% 8.98 3.3% 0.31 3.3%
QSDPCM [×103] 542.1 445.5 17.8% 306.1 43.5% 139.4 31.3%

In Table 2 we can see the results in the number of main memory accesses for our
three benchmarks. Column two shows the results for initial applications. Columns three
and four show the results for state-of-the-art preprocessed and loop transformed appli-
cations. Column five and six show the results for loop transformed applications after
both, state-of-the-art and our preprocessing methodology. It is clear that our methodol-
ogy enables better utilisation of GLT, leading to overall better results when compared
to the state-of-the-art approaches without our technique. This will be substantiated in
the experiments described below.

We have showed our technique on an MP3 audio decoder through this paper (see
Section 3). Using only state-of-the-art work, we were able to optimise 25% lines of
source code of the application, namely frequency inversion and polyphase synthesis fil-
terbank kernels. This leads to 82.2% reduction in the number of main memory accesses
compared to the initial version (see column 4 in Table 2). This reduction is mainly due
to transformations in the synthesis polyphase filterbank kernel. The remaining kernels
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cannot be preprocessed and optimised. However, if we apply also our methodology, it
enables to optimise 87.5% lines of source code of the application and leads to a further
improvement of 45.8% (see column 7 and 8 in Table 2) in the number of main memory
accesses.

The DivX5.x video decoder is taken from the ffmpeg library of mplayer applica-
tion [16] and profiled using dozens realistic DivX movies. This application was already
heavily optimised. Still we have been able to gain 3.3% (see column 7 and 8 in Table 2)
in the number of main memory accesses. Without our preprocessing it is infeasible to
do any loop transformation on this application. In this application, also a lot of postpro-
cessing (e.g., control-flow optimisation, elimination of code duplication) is needed.

The QSDPCM application does not contain all important features for our method-
ology. It has only one mode resulting in 1 scenario. So the first step of our methodology
cannot be applied for this application. Still a lot of data dependent conditions are hidden
by applying step 2 of our methodology resulting in 31.3% gain (see column 7 and 8 in
Table 2) in the number of main memory accesses compared to existing techniques.

Our methodology does not only improve the opportunity for high-level low-power
optimisations, particularly GLT. It can also improve the opportunity for low-level op-
timisations, like the introduction of fine-grain data level parallelism. By enabling loop
transformations for our example benchmark, the two channels can be decoded in par-
allel using SIMD instructions. This can halve the number of remaining main memory
accesses and significantly reduce the area and energy cost on top of GLT improvements.

6 Conclusions

Current multimedia programs are characterised as applications with a lot of data depen-
dent constructs. These constructs may considerably hamper optimisation opportunities.
Therefore, novel preprocessing methodologies are needed.

This paper proposes a systematic preprocessing methodology dealing with data de-
pendent constructs in real-life multimedia applications. The methodology has been ex-
plained and demonstrated on the MP3 audio decoder. Finally, results from three real-
life multimedia applications have been discussed showing the large potential of this
methodology giving reduction in the number of main memory accesses up to 45.8%.
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Abstract. This paper presents temperature aware low power scheduling
under resource and latency constraints. We assume resources with differ-
ent energy delay values are available. These resources are optimized in
terms of energy for a certain delay, using variable supply voltage, mul-
tiple threshold voltages and sizing techniques. The proposed algorithms
are based on temperature and power efficient distribution of slack among
the nodes in the data-flow graph. The distribution procedure tries to im-
plement the minimum energy scheduling when there is no temperature
critical points. If a functional unit reaches a critical temperature, algo-
rithm tries not to schedule any nodes in the data flow graph to high
temperature resources, thus decrease the chip temperature. Experiments
with some HLS benchmark examples show that the proposed algorithms
achieve significant power/energy reduction. For instance, when the la-
tency constraint is 2 times the critical path delay and one of the re-
source temperature is critical the average power reduction is 50.8% and
utilization of the hot resource is average 1%.

1 Introduction

Power consumption of VLSI circuits have increased substantially with the in-
crease of speed and number of transistors per unit chip area. High power con-
sumption has increased the chip temperature to undesirable levels. Power and
temperature have become new design constraints along with area and speed in
VLSI design. Low power design techniques have been developed in all levels
of design abstractions. However these techniques not necessarly decreased the
circuit temperature. Instead of average power, peak power is more accountable
in generating hot spots in the chip. New design methodologies and tools are
required to overcome this new design obstical.

Dynamic power still dominates the total power consumption of CMOS chips.
An effective way to reduce dynamic power consumption is to lower the supply
voltage level of a circuit. Reducing the supply voltage, however, increases the cir-
cuit delay and reduces the throughput. To maintain the throughput, parallelism
and/or pipelining has to be incorporated [3]. The resulting circuit consumes
lower average power while meeting the global throughput constraint at the cost
of increased circuit area. Another way of maintaining the throughput is to use
resources operating at multiple voltages [4], [7], [8], [12], [13], [15]. This has the
advantage of allowing modules on the critical paths to be assigned to the high-
est voltage levels (thus meeting the required timing constraints) while allowing
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modules on noncritical paths to be assigned to the lower voltages (thus reducing
the power consumption).

Recently leakage power consumption increased the percentage in total power
consumption. Using low threshold devices with the reduced channel width in-
creased leakage power exponantially. Now power optimization techniques include
leakage power consumption into account. Since leakage power is exponentially
related to temperature, increased temperature increases the leakage power ex-
ponentialy. This results in even more increment in the temperature. Therefore,
temperature now should be observed more carefully in low power design meth-
ods.

In this paper, we address the problem of scheduling a data-flow graph (DFG)
under resource and latency constraints for the case when the resources have dif-
ferent energy/delay values. The scheduling algorithm eliminates the hot spots
in the chip and minimizes power/energy consumption for the case when differ-
ent energy/delay resources are available. We have no restriction on supply and
threshold voltages of functional units as long as energy/delay profile is known.
With the development of microsensors technogy, it is now possible to get tem-
perature information of the different parts of the chip [2].

The proposed algorithm operates in two passes. In the first pass, minimum-
time resource-constrained scheduling is done. In the second pass, the difference
between the given latency and the time needed by the resource-constrained
schedule (obtained in the first pass) is distributed among the nodes in a way
that the total power/energy consumption is minimum. The distribution pro-
cedure (derived using the Lagrange multiplier method) uses the energy/delay
(E/D) ratio of the nodes to distribute the slack. The procedure is implemented
by an iterative algorithm, where in each iteration, increasing number of resources
with high E/D ratio are disabled. The iterations continue until there is a timing
violation. Experiments with some HLS benchmarks (HAL, AR Lattice, EW Fil-
ter, LMS, FIR Filter, DCT and Band Pass Filter) show the effectiveness of these
approaches in reducing power/energy. When the latency constraint is 2 times the
critical path delay and one of the resource temperature is critical the average
power reduction is 50.8% and utilization of the resource at critical temperature
is average 1%. When the latency constraint is 1.5 times the critical path delay
and one of the resource temperature is critical the average power reduction is
35.5% and utilization of the resource at critical temperature is average 5.1%.

There are several scheduling algorithms for multiple-voltage resources in the
literature today [4], [7], [8], [12], [13], [15]. These algorithms can be classified
into i) only latency-constrained (i.e., latency is a hard constraint and resources
are minimized) [4], [12], ii) only resource-constrained (i.e., resource is a hard
constraint) [13], and iii) latency and resource constrained (i.e., both latency and
resource are hard constraints) [7], [8]. While the (only) latency-constrained and
(only) resource-constrained algorithms have polynomial or pseudopolynomial
time complexity, the latency and resource-constrained algorithms are based on
integer linear programming and have (worst case) exponential time complexity.
In this paper, we propose a heuristic algorithm for temperature aware low power
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latency and resource-constrained scheduling with only polynomial time complex-
ity. As of our knowledge the proposed algorithm is the first temperature-aware
low power scheduling algorithm in the literature.

The rest of the paper is organized as follows. Section II presents the defi-
nitions and the Lagrange formulation. Section III describes the algorithms and
illustrates them with examples. Section IV includes the results on some HLS
benchmark examples. Section V concludes the paper.

2 Preliminaries

2.1 Definitions

The input to our algorithm is a data flow graph, a timing constraint, and a
resource constraint.

Timing Constraint: This is the time available to execute the operations in
the data flow graph. It is also referred to as the latency constraint.

Resource Constraint: This is specified by the number of resources for each
type, where each type of resource can be operated at a specific supply and
threshold voltages and corresponding energy and delay values are also given.
These resources are power optimized for different delay values. Examples of
resources include adder/subtractor, multiplier, etc.

We have also microsensors available associated with each functional units
and capable of supplying online temperature data.

2.2 Slack Distribution Using the Lagrange Multiplier Method

In the proposed algorithm, the Lagrange multiplier method is used to distribute
the slack among the nodes in the critical path. The relation between the voltages
of the nodes in the critical path is derived in the following way.

We have resources available with different power delay combinations and
the power of each functional unit is optimized for a given delay. The energy of
functional unit is decreased with the increase of delay constraint. Let

Ei = f(Ti)

where Ei is the energy and Ti is the delay of functional unit i. Our aim is to
minimize Etotal subject to the Ttotal.

minimize Etotal =
n∑

i=1

Ei, subject to, Ttotal =
n∑

i=1

Ti = constant,

We use Lagrange multiplier method to determine optimum energy/delay com-
bination of each node.

∂Etotal

∂Ti
=

∂f(Ti)
∂Ti

= λ
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If df/dT is invertible, we find that,

Etotal is minimum, when T1 = T2 = ... = Tn (1)

Therefore algorithm tries to use equal delay (equal voltage) functional units
as much as possible on the datapath. When different functional units (multiplier,
adder etc.) are present, algorithm gives the priority to the functional units with
high E/D ratio [9].

3 Resource and Latency-Constrained Scheduling

Algorithm Overview: In a nutshell, the proposed temperature aware algorithm
first schedules the functional units with resource constrained algorithm such that
computation time is minimum. Next the slack between the given latency and the
computation time obtained by the resource-constrained algorithm is distributed
to the nodes such that first hot spots are eliminated and the next the total
power/energy consumption is minimum.

3.1 Minimum-Time Resource-Constrained Algorithm

The minimum-time resource-constrained algorithm schedules the nodes such that
the computation time is minimum. The nodes in a ready set are prioritized based
on the freedom: the nodes with the lowest freedom are chosen among the ready
nodes. Then the nodes are scheduled such that if the freedom of a node is low,
it is assigned to a high-power (low-delay) resource and if the freedom of a node
is high, it is assigned to a low-power (high-delay) resource [9].

The computation time obtained by application of the minimum-time resource-
constrained algorithm is referred to as Llow. Thus if the latency constraint is
L < Llow, a feasible solution cannot be obtained.

3.2 Temperature Aware Low-Power Algorithm

At the end of the first pass, if L > Llow, each node has a nonzero slack. The
objective of the low-power algorithm is to distribute the available slack between
the nodes (i.e., determine the resource assignment of the nodes) such that the
latency constraint is satisfied, hot spots are eliminated and the minimum energy
condition (eqn. 1) is satisfied as much as possible.

The procedure is iterative; in each iteration, high temperature resources and
increasing number of resources with high E/D values are disabled respectively
and then the nodes are scheduled. After each iteration, resources with high E/D
values are disabled and more nodes are assigned to the resources with similar
delay (voltage) values and the minimum energy condition (eqn. 1) is better
satisfied. The iterations continue till there is a timing violation.

Priority Assignment: The priority of which resources to disable first is the
resources with high temperature. Next is the resources with high energy delay
ratio. The priorities are given in Table 2 for the modules in Table 1. According
to this table, the multipliers operating at 5 V have the highest chance of being
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Table 1. Energy E (in pJ) and normalized delay for modules in [4]

5V 3.3V 2.4V 1.5V

Module Delay Energy Delay Energy Delay Energy Delay Energy

mult16 5 2504 9 1090.7 15 576.9 36 225.3

add16 1 118 2 51.4 3 27.2 8 10.6

sub16 1 118 2 51.4 3 27.2 8 10.6

Table 2. Order in which the resources are disabled

Disabling Resource
Priority

1 Hot resources

2 5V multiplier

3 3.3V multiplier

4 5V adder

5 2.4V multiplier

6 3.3V adder

7 2.4V adder

8 1.5V multiplier

9 1.5V adder

disabled followed by multipliers operating at 3.3 V, followed by adders operating
at 5 V, followed by multipliers operating at 2.4 V, etc.

The proposed algorithm disables resources in the order of their priority. For
each configuration, it schedules the nodes and checks if its computation time
Lalg < L. If it is true, then it disables the resources with the next highest
priority and reschedules the nodes. If it is not true ( Lalg > L), then the specific
resource cannot be disabled for all the control cycles.

Temperature Aware Low Power Schedule:

Step 1: Calculate the freedom of the nodes using ASAP and ALAP.
Step 2: Apply Minimum-Time Resource-Constrained Algorithm
If L > Llow,

Step 3: Make/update the priority table for resource disabling.
Step 4: Disable resources with the highest priority.
Step 5: Make/update the ready table.
Step 6: Schedule the ready nodes with respect to their freedom.
Step 7: If not feasible go to step 4.
Step 8: Check temperature sensors, go to step 3.

3.3 Complexity Analysis

The complexity of the Minimum-Time Resource-Constrained Algorithm is dom-
inated by the step where the nodes are ordered with respect to their freedom.
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The complexity of ordering is O(nlogn) where n is number of nodes (multi-
plication, addition etc.). In the temperature-energy aware latency and resource
constrained algorithm, some resources are disabled with respect to their prior-
ities and nodes are again scheduled to resources with respect to their freedom.
The complexity is O(Rnlogn), where R is number of different resources. Since
R << n the complexity of overall algorithm is O(nlogn)

4 Results

In this section, we present the results obtained by running our algorithm on
some high-level synthesis benchmarks (HAL, AR Lattice, EW Filter, LMS, FIR
Filter, DCT and Band Pass Filter). We present the results when actual energy
consumption values in [4] are used. The switching activity of the nodes is assumed
to be the same. The results for (i.e., 1 multiplier and 1 adder operating at 5 V,
3.3 V, 2.4 V, and 1.5 V) have been tabulated in Table 3. In this table, E5 is the
energy dissipation corresponding to the supply voltage of 5V. Timing constraints
are given for two different values: 1.5Lcrit and 2Lcrit, where Lcrit is the critical
path delay. Rhot is the resource with the critical temperature. Rhot is chosen 5V,
3.3V, 2.4V, 1.5V and randomly respectively.

Energy savings (Eredn) for each latency and critical temperature resource has
been tabulated in Table 3. If L = 1.5Lcrit, then the average energy reduction is
35.5% and for L = 2Lcrit, then the average energy reduction is 50.8% compared
to E5. Energy savings are higher when L = 2Lcrit than L = 1.5Lcrit, since
an increase in latency facilities more nodes to being assigned to lower voltages.
Energy reduction when 5V resources reach the critical temperature (Rhot = 5V )
is the highest since we have sufficient latency to schedule nodes to the remaining

Table 3. % Energy reduction for the set of benchmarks when res = 1

Rhot = 5V Rhot = 3.3V Rhot = 2.4V Rhot = 1.5V Rhot = rand.
Benchmark Latency % Eredn % Eredn % Eredn % Eredn % Eredn

Diffeq 1.5Lcrit 41 14.3 28.7 40.9 23.2
E5 = 15614pJ 2Lcrit 63.5 26.7 38 62.5 35.5

AR-Lattice 1.5Lcrit 49.2 27.3 33.9 47.3 35.8
E5 = 41480pJ 2Lcrit 66.3 39.7 42.1 62.4 46.6

Elliptic Wave 1.5Lcrit 55.6 32.2 39.2 52.5 40.1
E5 = 23100pJ 2Lcrit 64.2 37.4 46 61 47.8

LMS 1.5Lcrit 49.1 18.1 34.5 48 24.1
E5 = 23480pJ 2Lcrit 67.1 44.2 53.4 62.3 64.3

FIR 1.5Lcrit 47.2 20.3 27 45.1 27.1
E5 = 21802pJ 2Lcrit 68.1 38.3 44.2 60.4 42.7

DCT 1.5Lcrit 44.9 28.2 31 41.3 32.3
E5 = 35974pJ 2Lcrit 66.8 41 46.5 61 46.5

BPF 1.5Lcrit 43.6 25.8 30.1 41.2 24.1
E5 = 32054pJ 2Lcrit 66 32.1 39.3 56.2 39.7

Average 1.5Lcrit 47.2 23.7 32.1 45.2 29.5
2Lcrit 66 37.1 44.2 60.8 46.1



Temperature Aware Datapath Scheduling 105

Table 4. % Utilization of hot resources

Rhot = 5V Rhot = rand
Benchmark Latency % U5V % Urand.

Diffeq 1.5Lcrit 20.6 0
2Lcrit 0 13

AR-Lattice 1.5Lcrit 23.5 11.5
2Lcrit 0 4.6

Elliptic Wave 1.5Lcrit 15.1 9.7
2Lcrit 0 2.1

LMS 1.5Lcrit 8.3 7.5
2Lcrit 0 3

FIR 1.5Lcrit 18.3 15.8
2Lcrit 0 3.8

DCT 1.5Lcrit 12.4 5.4
2Lcrit 0 2.6

BPF 1.5Lcrit 25 2.8
2Lcrit 0 6.2

Average 1.5Lcrit 17.6 7.5
2Lcrit 0 5

lower voltage resources (3.3V, 2.4V, 1.5V). On the other hand, disabling 3.3V
resource (Rhot = 3.3V ) causes more nodes to be assigned to 5V and reduces
power savings significantly.

Proposed algorithm tries not to assign any nodes to the hot resources. How-
ever that might not be always possible. Table 4 shows utilization of hot resources
when Rhot = 5V and Rhot = random. Algorithm forces to use 5V resources when
the latency is tight. The average hot resource usage when L = 1.5Lcrit is 17.6%.
Please note that algorithm did not use hot resource when temperature critical
resource is 3.3V, 2.4V or 1.5V. When hot resource is randomly changed the av-
erage hot resource utilizations are 7.5% and 5% for L = 1.5Lcrit and L = 2Lcrit

respectively. Hot resources usage occurs if 5V resources reach the critical temper-
ature and latency is tight or temperature of resource is changed before execution
of task in that specific resource is not completed. Similarly when the latency is
tight we will have less flexibility to use low voltage or cold resources. Therefore
energy consumption and usage of hot resources increase with the decrease of
given latency.

5 Conclusion

In this paper, we present a new scheduling scheme under resource and latency
constraint that eliminates hot spots and minimizes power/energy consumption
for the case when different energy/delay ratio resources are available and tem-
perature information of the resources is provided online by microsensors. The
proposed scheme minimizes the power/energy consumption by distributing the
slack among the nodes according to the condition derived using the Lagrange
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multiplier method. The scheme is implemented using an iterative algorithm,
where in each iteration, hot temperature resources and increasing number of
resources with high-energy-delay ratio are disabled and the nodes in data flow
graph are scheduled using a list-based algorithm. The average reduction obtained
by the low power algorithm is 50.8% when the latency constraint is 2 times the
critical-path delay and one of the resource temperature is critical. Utilization of
the hot resource is average 1% for this case.
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Abstract. A new implementation of the Wavelet Transform (WT), fore-
going the traditional recursive filtering operations and with promising
memory requirement properties is described: the Direct Filtering imple-
mentation. Its memory hierarchy energy performance is compared to the
traditional Level-By-Level implementation and the memory optimized
Block-based approach. This comparison is performed using the Mem-
ory Hierarchy Layer Assignment tool (MHLA). The results indicate the
Direct Filtering implementation described here as such is not a likely
candidate to replace the other implementations, but it has improvement
possibilities and characteristics that can make it useful in certain con-
texts.

1 Introduction

Portable multimedia applications impose difficult requirements on the platforms
they run on, because they should be energy efficient for extended battery life but
also provide high performance. Many multimedia applications have huge data
storage requirements in addition to their pressing computational requirements.
Previous studies [1, 2] show that high off-chip memory latencies and energy
consumptions are likely to be the limiting factor for future embedded systems.

The subject of this paper is the Wavelet Transform (WT). The WT produces
a space/frequency decomposition of a signal, with inherent multi-resolution char-
acteristics. These characteristics are useful to achieve scalability. Currently the
WT is already the basis of the JPEG2000 [3] and the MPEG4-VTC [4] compres-
sion standards. It is also the subject of an exploration activity as an alternative
to the upcoming MPEG Scalable Video Coding (SVC) standard [5]. SVC –
which from the multi-resolution filtering perspective is very similar to the WT
– intends to permit video coding/decoding under (rapidly) varying conditions
such as channel variations, bandwidth, terminal resources,. . . Therefore it will
be useful for video coding applications in wireless devices. A complete video
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coding chain will combine advanced motion estimation/compensation variants,
the WT’s multi-resolution filtering and entropy coding and will put tremendous
performance constraints on the executing platform. Therefore attention should
be paid to an efficient memory hierarchy study for the WT.

Reference [1] presents an extended Data Transfer and Storage Exploration
methodology (DTSE) developed at IMEC. Of special interest for these experi-
ments is the Data Reuse Exploration step. [6] presents the Memory Hierarchy
Layer Assignment (MHLA) tool, which analyzes code to find possible data reuse
and explores how this reuse can be optimally exploited by introducing small
arrays containing copies of the larger arrays that exhibit the data reuse [7].
Most accesses to these larger arrays are then done through the smaller copies,
which can be stored in smaller levels of the data memory hierarchy, leading to
significant power savings and performance gains.

MHLA is further used to determine the actual energy cost related to the
memory transfers in three promising software implementations of the WT: level-
by-level, block-based and direct-filtering. Level-by-level is the most straightfor-
ward and simple implementation of the WT algorithm, but it requires large
amounts of intermediate memory and has a corresponding high energy cost.
The block-based approach reschedules the WT calculations to produce so-called
parent-children-trees ASAP. This allows smaller and more efficient intermediate
memories, but it also leads to quite complex code and bigger foreground memory
demands to exploit all data reuse. In direct-filtering, intermediate calculations
and the corresponding memory accesses are avoided altogether. This leads to
simple code again, but also to more complex filtering operations. In [8] a high-
level theoretical comparison was made of the energy dissipation and throughput
of the level-by-level and block-based approaches. This paper adds a practical
evaluation of the energy costs using MHLA, including an optimized mapping to
a memory hierarchy, confirming the conclusions of [8] that in most cases the best
results are achieved with the block-based approach.

The paper is organized as follows: in Section 3 an overview is given of
the Wavelet Transform (WT) and its possible implementation methods. Sec-
tion 2 gives a brief explanation of the Memory Hierarchy Layer Assignment
tool (MHLA), used to optimize and compare the different implementations. Sec-
tion 4 presents the results of these comparisons, while Section 5 shows some
possibilities for improvements to the Direct Filtering implementation. Finally,
conclusions are drawn in Section 6.

2 Memory Hierarchy Layer Assignment

In these experiments, the studied WT implementations were realized in soft-
ware. Since a large part of the energy consumption in multimedia applications
is caused by the transfer and storage of data, memory optimizations should be a
prime focus in their design. Traditionally management of the memory hierarchy
is a task for a hardware cache, but these can often lead to suboptimal results.
Applying the “Memory Hierarchy Layer Assignment” tool (MHLA) to explic-
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itly manage the memory hierarchy in software can lead to much better results.
MHLA is based on the principles of IMEC’s DTSE-methodology (Data Trans-
fer and Storage [1]), which focuses on the different aspects of data transfer and
storage and indicates how this should be performed efficiently. MHLA allows op-
timal exploitation of the memory hierarchy through the study of the data reuse
and memory hierarchy mapping possibilities and it evaluates the energy-cost
and execution time when executing (optimally) on a certain candidate memory
hierarchy.

Figure 1 illustrates the principles on which MHLA is based. Multimedia ap-
plications consume immense amounts of data, frequently stored in large SDRAM
memories. These large background memories are also rather slow and energy-
inefficient. The upper configuration in Fig. 1 represents an architecture without
a memory hierarchy, where 100% of the necessary data is always accessed from
this expensive background memory. Energy-savings can be realized by access-
ing frequently used data from cheaper foreground memory. This optimization
requires adding layers of smaller memory to the architecture, to which the fre-
quently used data can then be copied. In the second configuration of Fig. 1 a
smaller, three times more energy-efficient layer of memory A’ has been added to
the system. The processor still consumes the same 100% of data, but it accesses
this data more frequently from the cheaper foreground memory, while accesses
to the background memory are reduced to 5% of the original amount. This would
lower the power consumption to a factor of P = 100%× 0.3 + 5%× 1 = 0.35 of
the upper configuration.
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Fig. 1. MHLA Memory Hierarchy Optimization principles

These principles are the same as those on which caches are based: exploita-
tion of spatial and temporal locality of data accesses. Based on these principles
a hardware cache automatically copies data from the background memory to
the cache memory, assuming the processor will require it in the near future. In
contrast to hardware caches, the MHLA approach performs these transfers ex-
plicitly in software, to foreground memory configured as scratchpad memory. In
this way the energy (and area) overhead corresponding to automatic hardware
caching can be avoided. Moreover MHLA studies the data reuse possibilities of
the application globally at design time, whereas a hardware cache only relies on
very general principles of high probability of reusing recently used data. MHLA
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can therefore evaluate the trade-offs resulting from the constraints of the lim-
ited foreground memory sizes and different data reuse copies with specific data
lifetimes, mapped in different ways to memory hierarchy, resulting in an optimal
exploitation of a memory hierarchy and hence high energy efficiency.

The results of an earlier paper [9] demonstrate what gains can be made us-
ing MHLA. In this paper, a level-by-level implementation of a 2D inverse WT
was mapped to a ADSP-BF533 Blackfin DSP [10]. After general and shared
low-level optimizations (such as data type refinements and data layout trans-
formations), both a traditional hardware-cache-assisted implementation and a
MHLA-assisted implementation were realized. Figure 2 illustrates that in this
case, using the MHLA-assisted, software-controlled memory transfers results in
a twice as fast implementation (or equivalently, lower energy consumption at
fixed execution time performances). Moreover, since MHLA can also be used for
evaluating the energy and timing costs of an application given a certain memory
hierarchy, it can also be used to perform a comparison of the real energy dis-
sipation of the three implementations, as opposed to the high-level estimations
of [8].

cache

software-controlled
data transfers

499M
low-level

optimizations
255M

29.5M

15.2M

Fig. 2. Comparison of traditional and MHLA mapping to ADSP-BF533 DSP

3 The Wavelet Transform

Wavelet-based video coding is a promising new technology for use in scalable
video coding. It is based on the principles of the Wavelet Transform (WT),
which is a special case of a subband transform [11, 12] producing a type of local-
ized time-frequency analysis [13]. The transform coefficients reflect the energy
distribution of the source signal in both the space and the frequency domain.
Figure 3 shows an example of the transformed Lena image, as a hierarchy of
subimages grouped in levels. Multiresolution coding can be easily achieved by
selective decoding of transform coefficients related to a certain frequency range.
Schemes coded by wavelet-based video coding have proven that they can preserve
excellent rate-distortion behavior, while offering full scalability [14, 15].

3.1 Level-by-Level

In digital compression applications, the WT is traditionally computed as an
iterated filter bank [16]. Figure 4 shows a schematic representation of the multi-
level 1D Forward Wavelet Transform (FWT) procedure.
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Fig. 4. Forward Wavelet Transform Filtering Procedure

Each level of the FWT consists of a Lowpass (L) and a Highpass (H) filtering
followed by a subsampling operation. The output of the lowpass filtering, after
subsampling, represents the input of the next level of the transformation, while
the highpass samples are not involved in the calculation of the successive FWT
levels. The final output of an n level FWT is the result of the nth lowpass filtering
(n-LP), completed with all levels highpass filtering results (1-HP, 2-HP, 3-HP,
... , n-HP). The filtering procedure consists of a number of multiply-accumulate
operations. The efficiency of this implementation procedure as a set of iterated
filter banks has contributed to the success of the WT in many applications, due
to its simplicity: only one filter pair needed to be designed and the only necessary
operations were (rather short) filtering operations.

The filter creates strong dependencies between the data in the different levels
of the transformation. The simplest scheduling order to respect these dependen-
cies is the traditional level-by-level implementation. Here, the WT is calculated
level by level starting from the original input signal. However, this schedule re-
quires large amounts of memory to store the results of the intermediate levels.
More precisely, in the level-by-level algorithm it is only after all the data of
an intermediate level has been calculated (and temporarily stored in memory)
that the calculation of the next (higher) level starts. Consequently, the required
memory size to store the temporal data is equal to the input length. These large
amounts of intermediate data are unlikely to fit in small, efficient memories and
will need to be stored in SDRAM.
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3.2 Block-Based

The block-based implementation analyzed in [17] is an “as soon as possible”
scheduling algorithm (ASAP), which consumes input data and intermediate re-
sults as soon as possible after their creation, so their storage in SDRAM can be
avoided. The block-based schedule takes advantage of the fact that due to cer-
tain application constraints (Motion Estimation/Compensation, Entropy Cod-
ing) the WT has to be performed in a block-by-block basis. Ideally, for each
calculation step (guided by each input block), the execution schedule would pri-
oritize the vertical order through the wavelet levels. However, because of the
wavelet filtering data dependencies mentioned earlier, this is not feasible, and
thus a “skewed” schedule is followed. For the 1D WT, the difference between
the ideal and the best possible execution schedule is drawn in Fig. 5. To re-
sume the calculations after the first front line of the schedule, the last processed
lowpass samples, must be stored in a temporary memory. The total amount of
necessary temporary memory for these samples generally will be able to fit in a
more efficient foreground memory, leading to a faster and more energy efficient
implementation of the WT as compared to the level-by-level approach.
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Fig. 5. 1D WT, the optimal As-Soon-As-Possible (ASAP) execution schedule compared
to the ideal (but not feasible) schedule

3.3 Direct Filtering

The block-based implementation in section 3.2 tried to minimize intermediate
memory demands, by changing the execution order. The outputs were generated
“as soon as possible”, but essentially the identical calculations were performed
as for the level-by-level implementation in section 3.1. More specifically, lowpass
samples of intermediate levels, not used in the final output, were still calculated.
In the proposed implementation method, Direct Filtering, this is not the case.
In this implementation method, only the values actually used in the output are
calculated, directly from the input samples as shown in Fig. 6. It also shows one of
the immediately apparent disadvantages of the direct-filtering method: the filter
sizes can get extremely large, exponentially increasing with the number of levels.
This is presumably also the reason why this rather straightforward calculation
method has never been considered. It can be argumented though that, since
in modern multimedia applications the largest bottleneck is not actually the
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Fig. 6. Direct Filtering

arithmetic processing cost but the data transfer and storage cost, this increase
in filter widths can be compensated by a decrease in memory accesses, as all
transfers corresponding to intermediate lowpass values are avoided. Moreover
the analysis filter data dependencies throughout the levels are not present here,
allowing more scheduling freedom.

For the comparisons in these experiments an “as soon as possible” schedule
was more-or-less also used for the direct-filtering implementation: every time
a new block of input samples was read all output values that could be fully
calculated were calculated.

4 Comparison

Since MHLA can be used not only for memory hierarchy optimizations, but
also for evaluating the energy and timing costs of an application given a certain
memory hierarchy, it could also be used to perform a comparison between the
energy efficiency of the traditional WT implementations and the proposed Di-
rect Filtering approach. For this comparison a fixed size background memory of
1Mb was used, and a variable sized foreground memory, to compare the energy
necessary for one execution of a 3 level 1D-WT.

Figure 7 gives the results of these experiments. It confirms the conclusions
of [8]: in most cases the block-based approach achieves the highest energy ef-
ficiency. Generally speaking the curves for the three implementations exhibit
the same characteristics: initially, for small foreground memories, there is not
enough foreground capacity to exploit much data reuse. While increasing the
foreground memory size, the energy consumption gradually decreases, as more
and more useful data can be stored in the foreground. At a certain point, the
energy consumption slowly increases again due to the decreasing energy effi-
ciency of the growing foreground memory, which is then no longer compensated
by extra energy gains through storing more data in the foreground.

We can conclude that, for sufficient foreground memory, the block-based
implementation achieves the highest energy efficiency: it consumes about 25%
less energy than the direct-filtering implementation, while the direct-filtering
itself also consumes about 25% less then the level-by-level implementation. The
good block-based performance can be explained by its low arithmetic cost due



114 Bert Geelen et al.

0

2

4

6

8

10

12

14

16

18

20

0 500 1000 1500 2000 2500

Foreground Memory Size (bytes)

M
em

o
ry

 E
n

er
g

y 
C

o
st

 (
m

J)

Direct Filtering

Block-based

Level-by-level

Fig. 7. Comparison of results

to short filter lengths and its ability to access intermediate data from cheap
foreground memory. Direct-filtering on the other hand has some very large filter
lengths (29 taps for the highest level, compared to 5 taps for block-based in a
5/3 tap 3 level WT), also leading to quite some memory accesses and long data
lifetimes compared to block-based. It does have the advantage that it doesn’t
have to access intermediate lowpass data from expensive background memory
which level-by-level is required to do, explaining its better performance compared
to level-by-level.

Another conclusion that can be made is that for the optimal performance,
block-based and level-by-level require much less foreground memory space than
direct-filtering: 256 and 128 bytes respectively, compared to 1024 bytes for direct-
filtering. This can be partially explained by the longer data lifetimes correspond-
ing to the long filter lengths: to perform one of these filterings at least 29 samples
should fit in the foreground, while for level-by-level this would be around 5 sam-
ples and three times 5 samples for the block-based (since all three levels are alive
simultaneously). Another reason is that these longer filters should themselves
also be stored in memory (62 filter taps in total for all filters for direct-filtering),
which corresponds to increased memory requirements.

A last conclusion is that for underdimensioned foreground memories, the best
performance is surprisingly achieved by level-by-level. This can be motivated by
the simultaneous lifetimes of all filtering levels for block-based: the foreground
should then be large enough to simultaneously accommodate copies for all levels
to exploit all possible reuse, while for level-by-level, the filtering of the levels
occurs sequentially, so data reuse for all levels can already be exploited when
there is enough foreground space to store copies for one level.



Memory Energy Cost of a Direct Filtering Wavelet Transform 115

5 Future Work

The experiments show that the direct-filtering approach doesn’t achieve the
lowest energy consumption anywhere. It should be remarked though that the
block-based approach has a quite complex control flow, caused by following the
skewed bands of Fig. 5. This is not the case for direct-filtering and level-by-level.
On specific, less control flow oriented architectures this can make direct-filtering
the recommended implementation. Moreover, there are still quite some improve-
ments possible for direct-filtering. One option is to perform direct-filtering up to
a certain level, and processing the remaining levels in a level-by-level or block-
based manner. This way, the largest filters of the upper levels (see Fig. 6) are
avoided, thereby discarding the largest bottleneck for direct-filtering. Another
possible improvement is exploiting the symmetry of the wavelet filters. When
working with typical filter sizes of about 5 taps, as for level-by-level and block-
based, this might not be very relevant, but for the increased direct-filtering filter
sizes around halve the memory necessary for the taps can be saved. Finally, since
there is more scheduling freedom for direct-filtering, the input data lifetimes can
be slightly shortened by reordering the filtering operations.

6 Conclusion

We have shown the application of MHLA is very useful in the evaluation of the
energy efficiency of different WT implementations. Specifically, we have observed
that the newly proposed direct-filtering approach does not immediately offer
huge advantages over existing implementations. Given sufficient attention to
possible optimizations, it might in the future become a likely candidate under
certain circumstances. Moreover, we have confirmed the conclusion of [8] that in
most cases a block-based approach has the highest energy efficiency.
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Abstract. Embedded devices designed for various real-time multime-
dia and telecom applications, have a bottleneck in energy consumption
and performance that becomes day by day more crucial. This is imposed
by the increasing gap between processor and memory speed. Many au-
thors have addressed this problem, but all existing techniques either con-
sider only performance without any other trade-off, or they operate at
the level of individual loops. We fill this gap, by presenting a technique
which achieves parallelization in the memory accesses through four loop
transformations. Our estimations from two real-life applications from the
multimedia and telecom domain, reveal that using our technique, we can
either increase the performance (up to 35%) or lower the energy con-
sumption (up to 20%) for the same cost.

1 Introduction

The design of embedded or integrated systems has become more and more com-
plex, especially due to their particular characteristics and specific usage (for
instance mobile computing), which require stringent energy and area constrains.
On the other hand, in data dominated applications, like interactive multi-media
and telecom applications, data storage and transfers are the most important
factors in terms of meeting the real time constrains that are imposed. The main
bottleneck of these applications is the huge amount of transfers and storage re-
quirements from and to (on-chip and off-chip) memory that results in extreme
energy consumption and performance degradation [1]. This bottleneck becomes
gradually more crucial, as the gap between processor and memory speeds con-
tinues to grow. Hence, techniques are required that on the one hand allow to
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meet the real time constrains and on the other hand achieve efficient embedded
realizations of the memory architecture.

Various authors have suggested different techniques to increase the utilization
of the memory hierarchy and gap the mismatch evolution in bandwidth between
the faster processors and slower memories, but most of them do not take into
consideration the various trade-offs possibilities that can be found in the appli-
cations. A thorough survey of the state-of-the-art techniques that are used in
performing data and memory related optimizations is presented by Panda et al
[2], which describes a broad spectrum of optimization techniques at varying levels
of granularity. Chen Ding et al [3], also, addressed the memory bandwidth con-
strain and the lack of compiler support for an efficient usage of it, and proposed
a group of compiler optimizations combined with a graph model, for optimizing
it. Zhong Wang et al [4], also contributed to this domain, by suggesting the use
of prefetch combined with three levels of memory hierarchy and special hardware
memory units using a multidimensional data flow graph. Furthermore, Antoine
Fraboulet et al [5] proposed a framework for performing loop alignment transfor-
mations for optimizing the memory accesses using a number of ILP equations,
but their use is limited to applications without any conditionals. Kandemir et
al [6], presents a unified strategy to optimize out-of-core programs for locality,
parallelism and communication on distributed memory message passing systems.
Other authors, also, published techniques on scheduling using pipelining [7], but
their techniques are oriented at speed optimization only and do not consider any
trade-off. Finally, a formalized methodology called Data Transfer and Storage
Exploration (DTSE) [1] has been presented, which allows to systematically op-
timize data-dominated applications for energy and system bus load reduction.
Our work can fit in there as a new sub-step.

In this work we address the problem of low utilization of the bandwidth of
the memory hierarchy by employing a set of well known loop transformations,
namely loop pipelining, loop pealing, loop merging and loop unrolling, on two re-
alistic algorithms belonging to two distinct application domains: The QSDPCM
application from the multimedia processing domain and the DWRR applica-
tion from the telecom domain. Our results demonstrate that by increasing the
parallelism, significant benefits in energy and performance are achieved.

2 Target Memory Architecture

To estimate the effect of applying the transformations, we used two tools to ana-
lyze the C source code of every application: (i) Storage Bandwidth Optimization
(SBO), and (ii) Memory Allocation and Assignment (MAA) [8]. The first tool
produces a set of constrains for the specific user-defined memory architecture.
The set of constrains is used to compute a cost factor. The second tool is used to
evaluate the energy consumption of the algorithm given the set of constrains and
a description of the memory architecture. These tools are part of the ATOMIUM
(A Toolbox for Optimizing Memory I/O Using geometrical Models) tool suite
[9], which supports the DTSE (Data Transfer and Storage Exploration) method-
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ology. Concerning the target memory architecture, the tools of ATOMIUM are
flexible; various memory architectures can be used.

We evaluated the effect of our transformation on a generic memory archi-
tecture, that is often used in embedded systems (Figure 1). It is a multi-level
memory hierarchy that has one or more instances of various storage types per
layer. The platform can be fully predefined, fully custom or partial flexible. The
template consists also of a (multi) processor programmable (software) or appli-
cation specific (hardware) core(s).The memory subsystem is divided into layers.
These layers consist out of one or multiple storage partitions (denoted as M1,
M2, C1, SD1 in Fig. 1). Typically the storage type of a partition is either a
hardware controlled cache or a local SRAM. Also, memory layers (on-chip and
off-chip) support pipeline accesses, a characteristic which is especially beneficial
when a large number of write or read accesses must occur.

Even though, the ATOMIUM tools can support a variety of memory archi-
tectures, in this research we configured the memory architecture to have two
memory layers: an on-chip and off-chip layer. The on-chip layer can have 4 or
8 single-port scratchpad (SRAM) memories, while the off-chip layer has one
single-port DRAM memory. Layer 1 (on-chip) has one partition M1 and Layer
2 (off-chip) has one partition SD1. The SBO and MAA tools estimate both per-
formance and power using memory libraries. In our example we used an on-chip
Mietec memory library of 0.35 μm and an off-chip Siemens pipelined SDRAM.

Fig. 1. In our technique we use a multilayered memory architecture. Every memory
layer consists of one or more partitions (memory types)

3 Loop Transformations for Increasing Utilization
in Memory Bandwidth

The basic loop transformations proposed in this section, are by themselves not
new. Various authors have proposed them in the past to improve locality of
data accesses and thus reduce cost, and on the other hand to increase processing
speed. However, the combination of these loop transformations is important and
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is used to achieve a trade-off between speed, energy consumption and cost. We
study the effect of these transformation on two real-life algorithms from the
video and telecom domain (Section 4).

Our transformations belong to two groups: (i) enabling group, and (ii) par-
allelizing group transformations. In the first group belong transformations such
as loop pipelining and loop pealing which are used as enabling transformations.
The former is used to break dependencies (which is differentiated with scalar
level pipeline), to enable the loop merging transformation and to increase the
access scheduling freedom. The later is used to produce similar loops. In the
second group belong transformations such as loop merging and loop (partial)
unrolling that are essential for an efficient utilization of the memory bandwidth.
Loop merging gives a boost on the parallelization of memory accesses with per-
haps a drawback on an increase on the on-chip memory. Loop (partial) unrolling
reduces the trip count of a given loop by putting more work inside the nest with
the aim of promoting register re-use. This is a costly high level transformation,
because it multiplies the code size and produces many self-conflicts. In this case,
we can reduce the incurred cost of this transformation by combining it with a
data group structuring or using an interleaved memory.

Loop pipelining is a well known transformation for lifting dependencies from
different loop bodies. Specifically, the freedom for parallelizing memory accesses
is limited by dependencies between the memory accesses. Since most of the
compilers treats the accesses of every loop independently, these dependencies
result in a minimum number of cycles in which this loop body is executed: this
is called the critical path. However, in most of the cases, this does not take into
account the possibility of parallelizing the last cycles of one iteration with the
first cycles of the next iteration. Thus, the loops are usually pipelined in order
to increase the execution time, where the execution periods of several iterations
are overlapped. Pipelining the loop bodies means that memory transfers will
happen in different iteration than the one that they suppose to happen. This
also means that the lifetime of some arrays will be increased. The lifetime of every
data structure affects the allocation and assignment to the different layers of the
memory hierarchy, resulting in some cases in an increased layer size. Fortunately,
this is not always the case, as the experimental results illustrate.

Loop pealing is another enabling loop transformation. This transformation
is used when loop nests have different bounds, making loop merging impossible.
Loop pealing is employed to produce loop nest with similar bounds, by removing
a number of iterations and making them new loop nests (Figure 2).

Loop merging or loop fusion combines two loops without or with very limited
dependencies, into one loop. This transformation is employed to increase the po-
tential for increasing the parallelizing in memory accesses and may lead to an
increase in cost in terms of memory size, similar to loop pipelining. Loop fusion
may also introduce an overhead due to increased memory size, increased number
of variables and increased code size. What typically happens is that two arrays,
which had non-overlapping lifetimes before the merging, and therefore could use
the same memory space, will be alive at the same time after the merging. The
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Fig. 2. Loop Pealing Example: (a) Original Loop structure, (b) Intermediate Loop
Structure, and (c) Final Loop Structure

number of variables (registers) is increased for the same reason. Finally, the code
size and control-flow complexity may increase due to the enabling transforma-
tions before the loop merging. After loop merging, the merged loop has only
one body, which is executed as often as the minimum common number of times
the two original loops were executed. However, the critical path of the merged
loops can be larger than the maximum critical path of the two original loops,
for instance due to new read-after-write dependencies. Also, new loops may have
been introduced by enabling transformations (e.g. loop pealing).

Loop (partial) unrolling is the last transformation considered in this research
work. Usually, compilers do not exploit parallelism between different iterations
of a loop nest. To allow such parallelism, the loop has to be unrolled with a cer-
tain factor, making different iterations of the original loop nest to be executed
in one iteration of the new loop nest. Loop unrolling may introduce extra cost in
terms of memory size and certainly in terms of code size. Memory size may be
increased when an outer loop is unrolled and this is combined with loop merging.
On the other hand, the code size is always increased: the size of the unrolled loop
body is multiplied by the unrolled factor. Even for hardwired, custom platforms
this is an important consideration, since all unrolled iterations will be executed
in parallel and resource sharing between them will therefore not be possible.
In the best case, all unrolled iterations of the loop can be executed fully in
parallel. However, when loop-carried dependencies are present, these limit the
parallelization possibilities; in the worst case, even with unrolling, no further
parallelization is possible. Because this transformation produces many self con-
flicts, a data group structuring step or interleaved memory may be required to
relax this constrain.

4 Demonstrators and Experimental Results

Our demonstrator applications were selected to be two real-life representative
applications of their respective domains: (i) one application of the multimedia
domain: Quadtree Structured Difference Pulse Code Modulation (QSDPCM)
[10], and (ii) one application of the telecom domain, which is Deficit Weighted
Round Robin (DWRR) [11].
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The QSDPCM (Quadtree Structured Difference Pulse Code Modulation)
technique is an interframe compression technique for video images. It involves a
motion estimation step, and a quadtree based encoding of the motion compen-
sated frame-to-frame difference signal. The main advantages of the QSDPCM
coding technique are the low computational complexity and the very regular
algorithm structure, as well as the excellent coding results which look more
pleasant to the eye than typical results obtained from very low bit-rate hybrid
transform coders. The DWRR application is a fair scheduling algorithm that
is commonly used for bandwidth scheduling on network links. The algorithm is
implemented in one form or another in various switches currently available (e.g.,
Cisco 12000 series). Its format categorization is queue maintenance and packet
scheduling for fair resource utilization. We selected two applications belonging to
different domains in order to analyze and evaluate more objective the proposed
transformations.

In order to evaluate the impact of the transformations, two prototype tools
Storage Bandwidth Optimization (SBO) and Memory Allocation and Assign-
ment (MAA) [8], which are part of ATOMIUM [9] tool-suite, were used. The
SBO tool analyzes the application source file and trades off the memory band-
width with the system real-time constrains. This is achieved by partly ordering
the memory accesses such that the maximally required memory bandwidth is
minimized. This can be done by a (more) efficient use of the memory ports.
Typically, an overall target storage cycle budget is imposed, corresponding to
the overall throughput. In addition, other real time constrains can be present
which restrict the ordering freedom. The result of SBO is a set of constrains for
the memory architecture. After that, the MAA tool tries to fit the memory archi-
tecture to the application’s needs (Memory Allocation and Assignment), taking
into account the constrains generated into the previous step. To carefully evalu-
ate the effect of the previous step, a detailed custom memory architecture has to
be decided. This objective is tackled in the Memory Allocation and Assignment
(MAA) step, for which a systematic technique has been published in [1].

4.1 Performance Estimations

In our experiments the measured time in cycles for the QSDPCM involves the
cost of reading the luminance component of two sequential QCIF (176x144)
frames, sub-sampling them by 2 and 4, performing all the three motion estima-
tion steps (me-4, me-2, me) and computing the motion vectors.

In the QSDPCM code, transformations of loop merging and loop unrolling
were applied for the sub-sampling previous frame by 2 and sub-sampling current
by 2, as well as for the sub-sampling previous by 4 and sub-sampling current
by 4. The next step was to perform loop pipelining of the different stages of
the application. Thus, after breaking dependencies between me-2 and me-4 with
this transformation, loop merging of these two computations was performed.
Of course, together with loop merging, also enabling transformations like loop
unrolling and loop pealing had to be done in order to bring the loops into a form
that is easy to merge. Figure 3(i) depicts the optimized and original performance
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versus trade-off curves for the original implementation and the implementation
after all the transformations proposed in this research work were performed. In
this figure, the cost axis is computed by SBO, and corresponds to a specific
assignment for every array into the memory hierarchy. The cost factor is related
with the number of memories, the number of ports and the size of every memory.
Costly implementations mean that in order to achieve the specific execution time,
multi-port memories or bigger memories should be used. This curve presents all
the possible implementations for the given application in terms of a relative cost
and performance. After performing the transformations, the optimized trade-
off curve is shifted towards lower execution times, as expected. It is evident
that for the same cost value, greater performance (e.g. lower execution time)
is achieved which proves that the memory hierarchy for the same application
is utilized better. For example, in Figure 3 our results indicate that for cost 1
the optimized QSDPCM has execution time 2.4× 106 cycles compared with the
original QSDPCM, which has 3.7× 106 (35% improvement).

Fig. 3. Our technique allows the system to perform better for the same cost, illustrated
for (i) QSDPCM and (ii) DWRR

Figure 3(ii) presents the performance estimations for the DWRR application.
This code consists of two major functions. The fill next request which takes the
packets as they arrive into the system and the schedule packet which checks all
the active queues and if there are enough “credits” on that queue the packet
is transmitted. Software pipelining was performed both to these functions inde-
pendently, making them access the next packet when operations were performed
on the current packet. Loop merging was performed also on the second func-
tion which had more than one loops. This transformation was not able to be
performed on the first function, because it only consists of a single loop. Fi-
nally, loop unrolling was performed by a factor of two, which gave a boost on
the performance of the application. These transformations reduced the execu-
tion time of the application for the same cost factor (for example for cost 5 the
optimized DWRR requires 165× 106 cycles, while the original DWRR requires
192× 106 cycles (14% improvement)), but on the other hand they increased the
complexity, which is affiliated with the number of cycles per packet. In the orig-
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inal version, the complexity was 730 CPU cycles/packet, while in the optimized
code the complexity was 1090 CPU cycles/packet. Although our transformations
have increased the complexity per packet the total performance of the system is
increased, because the memory communication is the bottleneck in this applica-
tion. The transformations help to exploit the memory bandwidth much better
(with some minor penalty in CPU cycles). Furthermore, the increase of CPU cy-
cles per packet is not alarming, because CPUs have many cycles to spare, given
the fact that they spend a lot of time stalling, waiting for memory reads/writes.

Finally, a common remark on both applications is that by performing trans-
formations on the codes, the new trade-off curves have more points (e.g. more
feasible implementations), because new memory access scheduling possibilities
have arise to the surface. The designer has a higher flexibility in implementing his
application(s) by either increasing the bandwidth for a given cost, or decreasing
the cost for the same performance.

4.2 Energy Consumption Estimations

The graphs of Fig. 4(i-ii) and Fig.4(iii-iv) illustrate the effect of the transfor-
mations described in the previous sections on the original energy-cycle budget
trade-off (Pareto) curves of the QSDPCM and DWRR applications, respectively.
In order to explore the increase on the parallelization freedom, energy estima-
tions were taken for a platform with 4 and 8 on-chip memories, before and after
the transformations.

An interesting remark for the QSDPCM application is that the energy dissi-
pated by the background memory is significant larger than the energy dissipated
by the on-chip memory (on-chip memory consumption is 1% of the total mem-
ory energy consumption for QSDPCM). For this reason the use of a memory
hierarchy of 8 on-chip memories, although it reduces the consuming energy, has
a much lighter improvement on the overall energy consumption. But our trans-
formations also have a very positive effect on the performance of the off-chip
accesses.

On the DWRR application the use of 8 on-chip memories has a much better
effect, because on-chip memory energy consumption is near 20% of the total en-
ergy consumption of the memory hierarchy (DWRR has higher on-chip/off-chip
memory energy consumption than QSDPCM). Figures 4(ii) and 4(iv) illustrate
the effect on the transformations on the energy dissipated on the on-chip mem-
ory hierarchy only. It is evident, that the memory bandwidth transformations
resulted in gains to both QSDPCM and DWRR applications. In Figure 4(iii-iv),
the curves of 4 and 8 on-chip memories for the original DWRR application almost
coincide, which means that the flexibility of using a large number of memories is
reduced and no parallelization memory accesses possibilities exist. Thus, using a
memory hierarchy with a higher degree of parallelism has no effect. On the other
hand, the optimized DWRR can utilize efficiently the 8 on-chip memories. For
this reason the optimized DWRR (Figure 4(iii-iv)) for the 8 on-chip memories
has lower energy consumption compared with the original DWRR of 8 on-chip
memories.
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Fig. 4. The estimations of energy consumption of the on-chip and off-chip memory,
and on-chip memory only, indicate that for the same cost we can have lower energy
consumption. This is true for both applications

Both applications show energy improvement. This is caused by the following
reasons: (i) loop transformations have broken dependencies and thus the system
executes faster, (ii) the number of memory accesses to the off-chip memory is
decreased due to loop merging, (iii) the lifetimes of some arrays are changed
and thus, arrays can share on-chip memory space at non-overlapping periods,
(iv) the size of some arrays change; the MAA tool can use in the same on-chip
partition, memories of different sizes that match the size of some arrays. Smaller
memories have lower power consumption than bigger memories.

5 Conclusions

The memory hierarchy plays an important role and should be used efficiently
in embedded systems. Most of the applications have a potential parallelism in
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memory accesses, which in many cases is hidden from the compiler or the mem-
ory scheduler. It is imperative to surface this parallelism, to allow the memory’s
hierarchy efficient usage. This paper is a first step towards this direction. We
propose the usage of four loop transformations. We used two applications be-
longing to different application domains, namely the multimedia and telecom
domain, to evaluate these transformations. The estimations showed that it is
possible using transformations to derive application code which can perform
faster and consume less energy on the same platform. These results motivate
further research in formalizing the steering technique and developing an interac-
tive design support tool that will analyze the code of an application and perform
these transformations.
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Abstract. Early power estimation in current designflows becomes more
important nowadays. To meet this need, power estimation even on the al-
gorithmic level has become an important step in the typical design flow.
This helps the designer to choose the right algorithm right from the
start and much optimisation potential can be used due to the focus on
the crucial parts. In particular, algorithms for digital signal processing as
applied in mobile communication systems are very power sensitive. Such
algorithms massively contain multiplications with constants on parts of
digital filters. In this paper we propose on the one hand our new decom-
position algorithm for (nearly) optimal synthesis of constant coefficient
multipliers which we use for the evaluation of our new power model. On
the other hand we propose a new power model based on the canonical
signed digit (CSD) approach which can be used very fast and where the
deviation of the power compared to the time consuming decomposition
is 4.9 %1.

1 Introduction

In current digital signal processing algorithms often digital filters (like FIR, IIR)
are used. These filters consist of many multiplications with constant multipli-
cands. So it’s inevitable to estimate the dynamic power of these functional units
as well as it is reasonable to use the already established estimation of standard
arithmetic functions. This has to be performed quickly due to the fact that one
advantage of high level power analysis is the fast estimation. Therefore time
consuming approaches like our decomposition algorithm (DecAlg) do not apply
for this purpose.

The problem of the optimization of multiplication by constants has been
studied for a long time. For instance the famous recoding presented by Booth [1]
can simplify the multiplication by constant operation as well as the full multipli-
cation. It is well known that the so-called canonic-signed-digit (CSD) code is the
best signed-power-two (SPT) code because the number of non-zero digits of a
1 This work is partly funded by the German DFG as part of the project AVSy

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 146–155, 2005.
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CSD code is minimal. Many publications offer lots of improvements for this prob-
lem. To name some of the most important solutions in the wide field of optimal
constant coefficient multiplier implementations there are some solutions for the
CSD code with reuse of internal results [3]. Other authors propose to consider
all coefficients of transposed-form FIR filters as a whole and replace coefficient
multiplications by a multiplier block. Their methods find the redundancy across
the SPT coefficients in the multiplier block of a transposed-form FIR filter, for
example the common-subexpression-elimination (CSE) methods [3, 5–7, 12] and
the graph-dependence algorithms [8–11].

Offering power models for constant coefficient multipliers enables a big chance
for further improvements in terms of power consumptions because filter coeffi-
cients can be easily adapted. This can reduce significantly the necessary adders
(and / or subtractors) in constant coefficient multipliers. The modification of fil-
ter constants is often applicable in the field of speech processing when the speech
intelligibility isn’t affected by the adaption.

In this paper we present a new power model for high level power estimation
of power-optimal implemented constant coefficient multipliers. The aim is not
another optimal synthesis of constant coefficient multipliers but the fast and ef-
ficient power estimation of such a synthesized function is the goal. Therefore we
describe on the one hand the model itself and on the other hand our Decompo-
sition Algorithm (DecAlg) which we use for comparison and evaluation reasons.
The paper is organized as follows. The Decomposition algorithm is presented in
Section 2, the power model itself is then presented in Section 3. In Section 4 we
evaluate our model in comparison to our Decomposition Algorithm and also in
comparison to the results retrieved from a commercial synthesis tool. Finally,
some conclusions are drawn in Section 5.

2 Decomposition Algorithm

In this section we present our Decomposition Algorithm (DecAlg) which initially
was intended to be our power estimation model. Due to the runtime problem
this approach is only used for evaluation reasons. The next paragraphs describe
the working flow, starting with building up an initial construction table, followed
by the description of the modification algorithm. Finally we give an overview of
the table size and usage.

To be able to assess the quality of a solution for multiplication with a constant
factor in terms of delay, area and power it is necessary to have a reference which
is close to the optimal solution. It is very unlikely to find such optimal solution in
terms of all those three criteria. Furthermore, to guarantee that there is no better
one would force to test all available solutions using a brute force algorithm.

It is obvious that this is infeasible so we have chosen a heuristic approach. It
works on an algorithmic level and performs strength reduction for the multipli-
cation into a term which uses shifts, additions and subtractions.

2.1 Building a Construction Table
The input is the constant c to be decomposed. The algorithm then sets up a
table of size 2c with the following fields for each entry:
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– Op ε init, shift, add, sub, notYet: operation which constructs the entry
– Left ε {1, . . . , 2c}: left operand
– Right ε {1, . . . , 2c}: right operand

We use Dec(n) to indicate the decomposition for the constant n. The entry
n is constructed the following way:

Op formula costs

init value is given from start 0
shift Dec(n) = Left(n) << Right(n) Cost(Left(n))
add Dec(n) = Left(n) + Right(n) Cost(Left(n)) + Cost(Right(n)) + AddCosts
sub Dec(n) = Left(n) − Right(n) Cost(Left(n)) + Cost(Right(n)) + SubCosts
notYet no way known yet ∞

Initially all Op fields are set to notYet except for the entry 1, which is set to
init. The rightmost column shows adustable example costs for each construction.

If an entry a is constructed using an entry b the entry a is dependent on
b. The dependency relation is transitive. The table can be seen as a graph of
nodes where the dependency relation represents the directed edges. Selecting one
a and all nodes which are reachable from a will give a subgraph containing all
operation nodes needed to calculate the costs for a.

This subgraph is processed with a recursive tagging algorithm. Whenever a
node is being visited a tag on it is being checked. If it was not tagged before then
the tag is being set, its costs (AddCosts or SubCosts)2 are being counted and the
dependent nodes are being visited. Visiting a node which is already tagged does
not lead to any operation. This way diamond-like dependency relations are taken
into account and costs are counted only once for each node. Such diamond like
structures represent the sharing of subexpressions in the final construction of a.

2.2 Modifying the Construction Table

The table needs to be modified after its inital construction. This is done in three
phases. In these phases it is necessary to take care that no recursive dependencies
would exist.

In the first phase all known values are tried to be shifted left. One rule is
that if b can be constructed by shifting a to the left, than this is to be done using
the smallest a possible. Using this algorithm it is guaranteed that shifting this
way cannot introduce recursive dependencies. The phase stops when no further
modifications are done to the table.

After this the add operations are applied. The left operand has always to be
smaller than the right one and both operands must not depend on the sum of
the operation. An add may be introduced when the resulting cost function would

2 We used AddCosts of 10 and SubCosts of 11 which may be adjusted if the cost
relation of adders and subtracters is known. Realistic values would consider the bit
width of the variable to be multiplied since this is one of the effects which modify
the balance of AddCosts to SubCosts
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show lower costs than before or the cost would be the same but the old construc-
tion was a subtraction. This is done once with each entry. If there was a modi-
fication we go back to the first phase. Otherwise we proceed with the third one.

The third phase is similar to the second and introduces subtractions. Re-
placing an operation with a newly found subtraction is only allowed if the costs
would really improve in this phase. Each entry is inspected once. If modifications
are done, the shift phase will be next, otherwise the algorithm ends here.

2.3 Construction Table Size

The subtract operation is the reason why the table is created up to 2c. The
upper half is not processed completely since there may be a i > c which would
be constructed best by calculating it i = a − b with a ≥ 2c. This a would be
outside the table. Therefore only shift and add operations are tested to construct
the upper half of the table.

2.4 Using the Table

The construction of an entry is done in a way which is very similar to the cost
calculation. Decomposing a multiplication x ∗ 71 would show:

Index Op Left Right
1 init - -
... ... ... ...
8 shift [1] 3
9 add [8] [2]
... ... ... ...
71 sub [72] [1]
72 shift [9] 3
... ... ... ...

The interpretation would be x ∗ 71 == (((x << 3) + x) << 3)− x.

3 Power Model

In this section we present our power model which we use for a fast and efficient
high level power analysis. For this evaluation we used a prototypic implementa-
tion and the estimation tool ORINOCO [4]. Firstly we give a brief introduction
into the CSD code computation used in the model. Secondly we show the limi-
tations and the extension for the reuse of intermediate results using an approach
for common subexpression elemination.

The results of this CSD decomposition is then used to drive the power models
for arithmetic components described in [13–15].

3.1 CSD

The original Booth [1] encoding to realize 2’s complement multiplication was
improved by Reitwiesner [2]. This method is the so called canonical-signed-digit
(CSD) code. The algorithm works as follows:
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Reitwiesener’s Algorithm: let number x to recode be given 2’s complement for-
mat3 x = xm−1, . . . , x0; xi ∈ {0, 1}.
The new coded number r = rm, . . . , r0 has one more bit and each ri ∈ {−1, 0, 1},
since 1510 = 11112 will be recoded to 1610 − 110 = 10001SD

4.
Now the algorithm performs the following loop:

1. Set initial carryold = 0, rm = rm−1 = 0.
2. For each i = 0, . . . , n do

(a) Set carrynew := 	(carryold + xi + xi+1)
/2
(b) Set ri := carryold + xi − 2 · carrynew
(c) carryold = carrynew

As easily can be seen, the algorithm goes linearly through the number of bits
(representing the constant), not with the constant itself. Another advantage is
that the canonical signed digit number representation has a minimal Hamming-
weight. A CSD number representation has not more than (m + 1)/2 nonzeros
and that tends to m/3 + 1/9 at the average [2].

The disadvantage of a number representation with minimal Hamming-weight
is that this representation is not unique, as shown in the following example:

310 = 112 = 101SD.

Both representations have the same weigth but with different costs.
This initial algorithm can efficiently be extended for the reuse of intermediate

results (common subexpression elemination, CSE) at nearly no computational
cost. According to Hartley [3, p. 683], 101SD and 101SD are statistically the
most common subexpressions found over all CSD-recoded numbers. He shows
that an average m-bit CSD number can be broken down into about n/18 terms
of type 101SD, the same amount of type 101SD and about n/9 isolated 1 or 1.
So that at the average it can be broken down into 2(n + 1) + 1/9 nonzero terms
which gives another 33% saving to Reitwiesner’s algorithm.

In our approach we use Reitwiesner’s algorithm to construct our architec-
ture which is then used for dynamic power estimation using the dynamic power
models for functional units proposed in [13–15]. The results are now presented
in section 4.

4 Results

In this section we present the evaluation results on the one hand for the Dec-
Alg presented in Section 2 in comparison with the results for the CSD-based
approach. The CSD-based approach is then improved as described in Section 3
and again compared against the results of the DecAlg.

4.1 Evaluation of DecAlg
Firstly we evaluated the DecAlg in comparison with the built-in capabilities of
a commercial synthesis tool (Synopsys DesignCompiler) for all constants from
3 signed magnitude: Add a 0 digit at the left, increase bitwidth from m-1 to m and

start the algorithm with the new number
4 1 := −1
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Fig. 1. Comparison of architecture generated with DecAlg vs. Synopsys DC (CSA-
architecture) (in Ws)

1 to 64. Therefore we ensured that the necessary variables for optimizations
("hlo share common subexpressions") were set. We then implemented the re-
sults given from DecAlg automatically in Verilog. The power estimation was
performed with Synopsys PowerCompiler after incremental compile (to make
sure maximal optimizations were done by Synopsys) with a 0.18μm low-power
technology at 2.5V. For the Synopsys solution we instantiated a CSA multiplier.
The results shown in Figure 1 make clear that the synthesis tool often provides
worse solutions than the DecAlg. Especially for constants slightly smaller than
power-of-two values Synopsys does not find the solution with a subtractor.

Therefore we assume for the following evaluation that the results given from
the DecAlg are adequate and better reference values than Synopsys’ generated
estimation.

4.2 Evaluation of the CSD-Model

The evaluation of the CSD-model is structured in two steps: The first step evalu-
ates the model without the CSE-approach whereas the second one uses the final
model which includes the reuse of intermediate results.

For better good comparison we also used the normalized costs as described
in Section 2, which are set so that shifts have costs of 0, additions costs of 10
and subtractions costs of 11.

We computed all constants from 0 up to 4095 and compared the results of
the DecAlg to the plain CSD (without CSE) prediction. The results are depicted
in Figure 2 where only the difference is shown. It is obvious that the plain CSD
algorithm overestimates in many cases the solution provided by the DecAlg.
Table 1 shows the related numbers.
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Fig. 2. Overestimation of initial CSD architecture vs. DecAlg architecture (in normal-
ized “costs”)

Table 1. Results: DecAlg vs. CSD without CSE for constants from 0 to 4095 (in
normalized costs)

DecAlg CSD

Cost total 121249 148827
Equivalent estimations 721
Maximum difference
at same constant

0 26

Average of the difference 6.73291 %
Variance of the difference 39.6712 %
Standard deviation 6.2985 %

To summarize this evaluation it can be said that:

– peek difference was 26
– average difference was 6.73291
– sum of total difference was 27578
– sum of total cost (DecAlg) was 121249 and (CSD) 148827, in percent 18.5302
– average cost (DecAlg) was 29.6018 and (CSD) 36.3347

The results obtained from this evaluation showed that this approach was
insufficient in terms of accuracy. Therefore we extended the CSD approach with
the proposed CSE approach.

For this evaluation we used the power estimation tool ORINOCO from
ChipVision. In both cases(DecAlg and CSD+CSE) C language code was used
as input. For the simulation (to achieve the dynamic switching activity) we
used randomly generated patterns with well defined settings. The normalized
Hamming-distance and the normalized signal distance were set to 0.5. We used
the same input stimuli patterns for the DecAlg as well as for the CSD+CSE ap-
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Fig. 3. Comparison of architecture generated with DecAlg vs. estimated power con-
sumption with enhanced CSD-model (in Ws)

proach. The results for the first constants are depicted in Figure 3. The results
for constants 0 to 4095 are shown in Table 2. The used technology in ORINOCO
was a 0.25μ technology with 2.5V.

The results presented in this section and summarized in Table 2 show the
applicability of the model. There is an additional error of ca. 4 % one has to take
into account for the dynamic power estimation (the error of the power model for
the adders and subtractors are unchanged) of constant coefficient multipliers.
This is reasonable enough keeping in mind that the estimation takes place in
nearly no computation time compared to the DecAlg algorithm (cf. 4.3) or other
efficient approaches described in the literature.

4.3 Complexity

The DecAlg algorithm works table-based. It recognizes subpatterns in numbers.
Therefore it will reuse 112 in 1100112 and produce only the cost for two adders,

Table 2. Results: DecAlg vs. CSD with CSE for constant from 0 to 4095 (in normalized
costs)

DecAlg CSD + CSE

Cost total 121249 137749
Equal cost in [cases] 831
Maximum difference
at same constant

-1 24

Average of the difference 4,02832 %
Variance of the difference 23,99 %
Standard deviation 4,89796 %
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one to generate a = 112 and another one to generate a << 4 + a. In one run it
will generate (nearly) optimal cost for all numbers from 0 to the given one. But
it has the complexity of O(log2(n) ∗ n2), where n is the constant to calculate.

Comparing this to the CSD-approach presented in Section 3 shows clearly the
advantage of one linear run through the number of bits of the constant. In terms
of CPU time this means no reasonable measurable duration for the CSD+CSE
approach for computing the constant 4095. In contrast the DecAlg used over 70
hours of computing time on a 2.4GHz Intel-based system with 512MByte.

5 Conclusion

In this paper we presented a power model for the fast and efficient high level
power analysis of algorithms including constant coefficient multipliers. Since the
estimation of power results has to take place very quickly at this high level of
design abstraction we used a CSD-based decomposition with usage of existing
adder and subtractor power models – knowing very well that the estimation
might slightly overestimate the finally implemented optimal solution for a spe-
cific constant coefficient multiplier. Nevertheless the evaluation has shown that
this approach is valid. For comparison reasons we also presented an heuristic
approach for a nearly optimal decomposition of a constant coefficient multiplier
into shifts, additions and subtractions. This approach produces for specific con-
stants up to 200% better results than a commercial synthesis tool. The power
estimation error is approximately 4% and the standard deviation of the model
compared to our heuristic approach is approx. 4.9%.
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algorithm for elimination of common subexpressions, IEEE Transactions CAD,
vol. 18, 1999, pp. 58–68
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Abstract. It is important to provide energy-balanced routing proto-
cols, since a critical limiting factor for a mobile host is its operation
time, which is restricted by its battery capacity. We propose a scheme in
which each mobile host maintains an energy tree and uses it to evaluate
the amount of energy remaining in other mobile hosts. Our proposed
algorithm extends the lifetime and upgrades the performance of the sys-
tem, in that the amount of energy consumed by each mobile host in
wireless ad-hoc network is balanced, thereby prolonging the lifetime of
those mobile hosts whose energy capacity is limited.

1 Introduction

An ad-hoc network is a collection of wireless mobile nodes dynamically forming
a temporary network, without the use of any existing network infrastructure or
centralized administration. This type of network does not have any fixed control
devices connecting to the backbone host or other MHs(Mobile Hosts). Each MH
plays the role of the router in order to transmit the packets it receives to other
MHs[1, 2]. The study of wireless ad-hoc network is being actively pursued in the
MANET working group of IETF[3].

The amount of energy available to the nodes constituting this type of net-
work is limited. In this paper, we propose a new algorithm, whose purpose is
to determine how the energy consumption of the MHs participating in wireless
ad-hoc network should be balanced, in order to solve some of the problems[4,
5, 6], namely the lowering of the system lifetime and the system performance
in this wireless network, due to the concentration of the energy consumption at
certain MHs. Each MH maintains an energy tree and broadcasts the informa-
tion of energy tree into the directly neighboring MHs by means of message tree
packets. When a MH sets up a routing path to forward a packet, it chooses the
most appropriate path in terms of the energy consumption, by making use of its
energy tree and the breadth first search. In this way, the energy consumption
of each MH is balanced and its operating time is lengthened, by optimizing its
� This work was supported (in part) by the Ministry of Information & Communica-
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limited battery capacity so that it improves the system lifetime and the system
performance.

This paper consists of six sections. In section 2, we discuss previous studies
concerned with the energy consumption of MHs. In section 3, we discuss some of
the considerations involved in achieving balanced energy consumption. In section
4, we describe the new routing algorithm based on the proposed energy tree. In
section 5, we explain the performance evaluation model used to compare the
proposed algorithm with the AODV protocol[7], and analyze the results of the
simulation. We conclude our paper in section 6.

2 Related Works

In the ad-hoc network environments, various routing algorithms related to the
energy consumption of the nodes have been proposed[8]. The Energy Conserving
Routing is a mechanism, which balances the energy consumption ratio. By com-
paring the amount of energy left in the different nodes, this mechanism causes
those nodes with higher energy consume more energy and those nodes with lower
energy consume less energy[9]. This mechanism sets up a routing path by means
of the flow augmentation algorithm and the flow redirection algorithm, in order
to balance the energy consumption ratio between the nodes involved in routing.

The Power Aware Routing protocol is not a new routing protocol, but sug-
gests the use of different metrics when determining a routing path. The following
energy-related metrics have been suggested instead of the shortest routing path
between a source and a destination: minimizing the energy consumed per packet,
maximizing the time to network partition, minimizing the variance in the node
power levels, minimizing the cost per packet, and minimizing the maximum node
cost[10].

The Localized Energy Aware Routing protocol directly controls the energy
consumption. In particular, it achieves balanced energy consumption among all
participating mobiles nodes. When a route path is searched for, each mobile node
relies on local information on the remaining battery level to decide whether or
not to participate in the selection process of a routing path. An energy-hungry
node can conserve its battery power by not forwarding data packets on behalf
of others. The decision-making process in LEAR is distributed to all relevant
nodes, and the destination node does not need to wait or block itself in order to
find the most energy-efficient path[11].

3 Considerations for Balanced Energy Consumption
in Setting up the Routing Path

3.1 Outline

In this paper, the energy tree-based routing algorithm for the purpose of bal-
ancing the energy consumption is designed according to the following principles:
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1) In the wireless ad-hoc network, a MH having a relatively large amount of
energy is forced to consume more energy than a MH having less energy.

2) Each MH can reduce the amount of network traffic by locally broadcasting
the message tree packet only to its neighboring MHs.

3) When a MH sets up a routing path, it sets up a path avoiding the neighboring
MH, which has the least amount of energy.

3.2 The Energy Tree and the Message Tree Packet
In this paper, each MH maintains an energy tree that contains the energy infor-
mation for both its own and the other MHs. The MH constructs the message tree
packet which it forwards to its neighboring MHs by means of its current energy
tree. A message tree is an energy tree received from a neighboring MH, and a
message tree packet contains the message tree information which is forwarded
to the neighboring MHs.

N, EN, PN (The parent MH)

(a) The form of energy tree

A, EA, PA B, EB, PB K, EK, PK   (The children MHs)

…
…

… … …

N1 EN1 PN1 K L0 L1 L2 LK-1

(b) The form of the message tree packet

… ……1st mobile host 2 ~ n 

Fig. 1. The form of energy tree and the message tree packet

Figure 1a shows an energy tree maintained by MH N, and each MH entry in
this tree is composed of the MH id(N), the energy information of the MH(EN ),
the parent of the MH (PN ), and pointers pointing to the children of the MH.
The form of the message tree is the same that of the energy tree.

Figure 1b shows the general form of the message tree packet, and the first
MH contains the following information: the MH id(N1), the energy level of the
MH(EN1), the parent of the MH(PN1), the total number of pointers pointing to
children MHs(K), and the links related to the pointers pointing to the children
MHs(L0, L1, L2, ..., LK−1). For example, if the value of K is 3, three links are
needed, viz. L0, L1, and L2. The second formation of the MH follows the first
formation.

4 Our Proposed Routing Algorithm
Based on the Energy Tree

The A.1 of figure 2 shows the initialization process that the MH performs the
algorithm when it connects to the wireless ad-hoc network. The MH creates the
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A.1 When the mobile host N connects to the wireless ad-hoc network
Create the root entry (N , EN , null) by using the mobile host information pertaining to itself

in the energy tree

Invoke a broadcast event for the message tree packet

A.2 When the broadcast event of the message tree packet is invoked
in mobile host N

Update the current energy information of mobile host to the EN of the energy tree

Create the message tree packet using the energy tree

Broadcast this message-tree packet to all neighboring mobile hosts

Reserve the broadcast event of the message tree packet after t seconds

A.3 When mobile host receives a message tree packet from a neighboring mobile host
Create the message tree using the message tree packet

Insert the root mobile host entry of the message tree into the bfs queue

/* the entry type is (N , EN , null) */

While (the queue is not empty)

{
entry (V , EV , PV ) = dequeue from bfs queue

/* V is any mobile host, EV is the energy level of V , PV is the parent mobile host of V */

Insert the entries of all of the children of V into the bfs queue

/* the entry type is (N , EN , PN ) */

if (V does not exist in the energy tree)

if PV = null

append V as the child mobile host of the root mobile host in the energy tree

else

append V as the child mobile host of PV in the energy tree

else /* V exists in the energy tree */

{
update EV of the energy tree as EV of the message tree

if the parent of V in the message tree is not the parent of V in the energy tree

if the candidate path is a more balanced energy path than the old path

/* the candidate path is V + the path from PV to root in the energy tree */

/* the old path is the path from V to root in the energy tree */

change the parent of V in the energy tree to PV on the candidate path

}
}

Fig. 2. The algorithm that each MH executes

root entry by using the MH information pertaining to itself in the energy tree.
Then, the MH invokes a broadcast event for the message tree packet.

The A.2 of figure 2 shows the algorithm that each MH broadcasts the message
tree packet to the neighboring MHs in order to exchange energy information with
them every t seconds. This algorithm updates the current energy information of
the MH into energy information of energy tree (EN ), and creates the message
tree packet by using the energy tree. Then, this algorithm broadcasts the newly
created message tree packet to all neighboring MHs, and reserves the broadcast
event of the message tree packet, t seconds later.
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The A.3 of figure 2 shows the algorithm that each MH executes when it
receives a message tree packet from a neighboring MH. The detailed sequence of
this algorithm is as follows. First, when the MH receives a message tree packet,
it creates the message tree using this packet. Then, it creates the entry for the
root MH of the message tree as a form of (N , EN , null), and inserts this entry
into the bfs(breadth first search) queue. While the queue is not empty, the MH
extracts MH V, which is the first entry in the queue and becomes the root MH
of the message tree. The MH then creates the information for all of the children
of MH V as a form of (N , EN , PN ) and inserts this information into the bfs
queue. If the MH V does not exist in the energy tree maintained by the MH and
the parent of MH V is null, the MH appends MH V as the child MH of the root
MH in the energy tree. If the parent of the MH V is not null, the MH appends
MH V to the child of the parent of MH V, which already exists in the energy
tree. If MH V exists in the energy tree, the MH updates the EV of the energy
tree as the EV of the message tree. If PV of the message tree is not the PV of
the energy tree and the candidate path is a more balanced than the old path in
terms of energy consumption, then the MH changes the parent of MH V in the
energy tree into PV of the candidate path. The candidate MHs are the MHs that
are MH V and MHs on the path from the root MH to PV in the energy tree.
The old MHs are those MHs that are situated on the path from the root MH
to MH V in the energy tree. In this paper, we consider the average amount of
energy left in the MHs as the factor to use to balance the energy consumption.

5 Performance Evaluation and Analysis

The purpose of this performance evaluation is to evaluate whether the proposed
algorithm can continuously balance the energy consumption of each MH better
than the AODV protocol. And we check the number of MHs below the threshold
value and evaluate the network lifetime of the wireless ad-hoc networks.

5.1 The Performance Evaluation Model

In this paper, we used the AODV protocol to evaluate the performance of the
proposed algorithm, using the following performance evaluation condition. 50
moving MHs communicate with each other within a rectangle (1500m by 900m).
Direct communication between one MH and other MHs was limited to a maxi-
mum distance of 250m and the proposed algorithm was evaluated until 100,000
packets were completely transmitted to the destination.

Firstly, we describe the mobility model used in this paper. In this model, each
MH constituting the wireless ad-hoc network moves, according to the random
waypoint model[12]. We evaluated the performance using a uniform distribution
in which the minimum moving speed is 0m/s and the maximum 2m/s.

Secondly, We modeled the source MH of the traffic to transmit as many pack-
ets as it transmits in one session to the destination MH with the constant bit rate
(CBR). The number of CBR Source MHs is the half of the total number of MHs
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and each CBR source chooses an arbitrary destination. After this, it transmits
4, 8, 16, 32, and 64 packets per second to this destination. The think time has a
uniform distribution with a minimum value of 0 seconds and a maximum value
of 100 seconds. And the pause time has a uniform distribution with a minimum
value of 0 seconds and a maximum value of 250 seconds.

Lastly, we describe the energy model used in this paper. The initial amount
of energy in each MH is 10,000mWatt, 180mWatt is consumed when a packet
is transmitted, and 130mWatt is consumed when a packet is received. Also, the
threshold value is limited to the 33% of the initial energy.

5.2 The Results of the Performance Evaluation

We used the SIMLIB, which is an event-driven simulation tool, in order to eval-
uate the performance of the proposed algorithm.

Figure 3a shows the result of the performance evaluation concerning the
average amount of energy left in the MHs changing by the traffic. The average
amount of energy left in the MHs with the proposed algorithm is less than that
with the AODV protocol. This is because, in the case of the proposed algorithm,
the MH transmits the message tree packet to all of the neighboring MHs, in
order to exchange the energy information with them. If we suppose that the
total average of energy left in all of the MHs in the case of the AODV protocol is
100%, regardless of the number of the packets transmitted per second, the total
average of energy left in all of the MHs in the case of the proposed algorithm is
96%.

Figure 3b shows the result of the performance evaluation concerning the
variance of energy left in the MHs changing by the traffic. The more the number
of packets transmitted per second gets, the smaller the variance of energy in the
case of the proposed algorithm becomes in comparison with that of energy in the
case of the AODV protocol. This is because, when the source MH sets up the
routing path in the proposed algorithm, it chooses the routing path that avoids
the neighboring MH that has the least energy. Therefore, the network lifetime of
the proposed algorithm is longer than that of the AODV protocol. If we suppose
that the total energy variance left in all of the MHs in the case of the AODV
protocol is 100%, regardless of the number of packets transmitted per second, the
total energy variance left in all of the MHs in the case of the proposed algorithm
is 86%. Therefore, the performance of the proposed algorithm is excellent.

The result of the comparison between figures 3a and 3b is as follows. Regard-
less of the number of packets transmitted per second, the total average of energy
left in all of the MHs was 4% smaller in the case of the proposed algorithm than
in the case of the AODV protocol. However, the total variance of energy left in
all of the MHs in the case of the proposed algorithm was 14% less than that in
the case of the AODV protocol. Therefore, the energy consumption of the MHs
is more balanced in the case of the proposed algorithm.

Figure 3c shows the result of the performance evaluation concerning the
number of MHs whose energy is below the threshold value changing by the
traffic. The more the number of packets transmitted per second gets, the less
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Fig. 3. The results of performance evaluation

the number of MHs whose energy is below the threshold value in the case of the
proposed algorithm becomes little by little in comparison with that in the case
of the AODV protocol. This is because, when the source MH sets up the routing
path in the case of the proposed algorithm, it chooses the routing path that
avoids the neighboring MH that has the least energy. Therefore, the network
lifetime of the proposed algorithm is longer than that of the AODV protocol.
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Figure 3d shows the result of the performance evaluation concerning the
average amount of energy left in the MHs changing by the moving speed of the
MHs. On the whole, the average amount of energy left in the MHs in the case
of the proposed algorithm is less than that in the case of the AODV protocol.
This is because, in the case of the proposed algorithm, the MH transmits the
message tree packet to all of the neighboring MHs, in order to exchange the
energy information with them. If we suppose that the total average of energy
left in all of the MHs in the case of the AODV protocol is 100%, regardless of
the moving speed of the MHs, the total average of energy left in all of the MHs
in the case of the proposed algorithm is 95%.

Figure 3e shows the result of the performance evaluation concerning the
variance of energy left in the MHs changing by the moving speed of the MHs.
The faster the moving speed of the MHs gets, the smaller the variance of energy
of the proposed algorithm becomes in comparison with that of energy of the
AODV protocol. This is because, when the source MH sets up the routing path
in the case of the proposed algorithm, it chooses the routing path that avoids
the neighboring MH that has the least energy. Therefore, the network lifetime of
the proposed algorithm is longer than that of the AODV protocol. If we suppose
that the total variance of energy left in all of the MHs in the case of the AODV
protocol is 100%, regardless of the moving speed of the MHs, the total variance
of energy left in all of the MHs in the case of the proposed algorithm is 78%.
Therefore, the performance of the proposed algorithm is excellent.

The result of the comparison between figures 3d and 3e is as follows. Regard-
less of the moving speed of the MHs, the total average of energy left in all of
the MHs in the case of the proposed algorithm is 5% smaller than that in the
case of the AODV protocol. However, the total variance of energy left in all of
the MHs in the case of the proposed algorithm is 22% less than that in the case
of the AODV protocol. Therefore, the energy consumption of the MHs is more
balanced in the case of the proposed algorithm.

Figure 3f shows the result of the performance evaluation concerning the num-
ber of MHs whose energy is below the threshold value changing by the moving
speed of the MHs. The faster the moving speed of the MHs gets, the less the
number of MHs whose energy is below the threshold value in the case of the pro-
posed algorithm gets in comparison with that in the case of the AODV protocol.
This is because, when the source MH sets up the routing path in the proposed
algorithm, it chooses the routing path that avoids the neighboring MH that has
the least energy. Therefore, the network lifetime of the proposed algorithm is
longer than that of the AODV protocol.

Figure 4 shows the results of the performance evaluation, according to the
broadcast periods, concerning the average amount of energy left in the MHs,
the variance of energy left in the MHs, and the number of MHs whose energy is
below the threshold value, after 100,000 packets were completely transmitted to
the destination. These results have no relationship with the broadcast period in
the AODV protocol, so that these factors are always regular.
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As the broadcast period of the proposed algorithm increases, the number of
the message tree packets to be sent decreases and the energy consumption also
decreases. Because the energy consumption decrease, the average energy left in
the MHs gradually increases, and the variance of energy left in the MHs and the
number of MHs whose energy is below the threshold value gradually decrease.

6 Conclusion

It is important to maximize the durability of the batteries in the MHs in wireless
ad-hoc network environments, because this extends the system lifetime and per-
formance. Since the MHs play the role of the router, the network structure and
location of the MHs affect their energy consumption. In this paper, we propose
a new routing algorithm based on the energy tree by means of various princi-
ples. By balancing the energy consumption of the MHs, the proposed algorithm
extends the system lifetime.

We compared the proposed algorithm with the AODV protocol through sim-
ulation. The results of the performance evaluation are as follows. Although the
average energy left in each MH in the case of the proposed algorithm is less
than that in the case of the AODV protocol, the variance of energy left in each
MH in the case of the proposed algorithm is much less than that in the case
of the AODV protocol. Therefore, the energy consumption of each MH is more
balanced in the case of the proposed algorithm. Also, the number of MHs whose
energy is below the threshold value in the case of the proposed algorithm is less
than that in the case of the AODV protocol. Therefore, the system lifetime and
the operating time of the MHs can be extended, because the proposed algorithm
balances the energy consumption of the MHs better than the AODV protocol. In
this paper, the criterion used to evaluate the balance in the energy consumption
is the average energy left in each MH. Our future work is to evaluate the perfor-
mance in various environments by applying different methods to the proposed
algorithm.
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Low-Power VLSI Architectures for OFDM
Transmitters Based on PAPR Reduction
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Abstract. This paper introduces a quantitative approach to the re-
duction of system-level power dissipation reducing the Peak-to-Average
Power Ratio (PAPR) in multicarrier systems. In particular introduces
a VLSI implementation of Partial Transmit Sequences (PTS) approach.
PTS is a distortionless Peak-to-Average Power Ratio (PAPR) reduc-
tion scheme suitable for Orthogonal Frequency Division Multiplexing
(OFDM) which imposes low additional complexity to the overall system.
We show that the application of this method reduces the power consump-
tion of the complete digital-analog system by even 12.6%. Furthermore,
this paper examines theoretically the relationship between the achieved
PAPR reduction and the corresponding PA efficiency. Subsequently the
achieved PAPR reduction and the corresponding power saving are eval-
uated via simulation.

1 Introduction

New generation wireless technology standards, like 802.11a used in Wireless
Local Area Network (WLAN) and 802.16a suited for Wireless Metropolitan Area
Networks (WMAN), use OFDM due to its inherent error resistance and high bit-
rate capacity in a multipath environment. OFDM systems are sensitive to time
and frequency synchronization errors. Furthermore, OFDM symbols suffer from
high PAPR and thus can be distorted easily due to the nonlinearity of power
amplifiers in transmitters, leading to significant performance loss. Nonlinearities
cause imperfect reproduction of the amplified signal resulting in distortion and
out-of-band noise. Therefore the use of highly linear Power Amplifiers (PA) is
required. High linearity normally implies low efficiency, since large back off needs
to be applied. Therefore, the use of a PAPR reduction method is essential.

Several alternative solutions have been proposed to reduce PAPR. A simple
and effective approach is clipping the OFDM signal [1]. However clipping may
cause significant in-band distortion, and out-of-band noise. Another solution is
to use appropriate block coding [2]. However, the particular coding-based PAPR
reduction schemes require large look-up tables both at the transmitter and the
receiver, limiting their usefulness to applications with a small number of sub-
channels and small constellation sizes. Other PAPR reduction schemes introduce
a nonlinear predistortion of the transmit signal to combat signal peaks prior to

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 177–186, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. General Architecture of PTS

amplification [3]. An efficient and distortionless PAPR reduction scheme uti-
lizes the so-called Partial Transmit Sequences (PTS) [4][5]. All PAPR reduction
techniques impose additional processing. Therefore, the area requirements and
the power consumption, of the digital part are increased. However, a benefit is
anticipated at the complete digital-analog system level in terms of performance
and power dissipation.

This paper explores the trade-off between the additional processing, required
to reduce PAPR, and the corresponding power savings in the analog part of
the transmitter. To quantify digital realization costs, a VLSI implementation
of PTS algorithm is presented. The cost of PTS application is evaluated in
terms of area, latency, and power consumption. Complexity trade-offs in the
digital part are investigated, as follows: Two different ways of estimating PAPR
are comparatively explored and the effect of the required data wordlength, is
studied. As case study, for an OFDM system with 64 carriers, the effect of
both the PAPR estimation method and the wordlength on the resulting PAPR
reduction are quantified.

To quantify the impact of the PAPR reduction architecture at the analog-
digital system level, the efficiency of a class-A PA is studied. In particular a rela-
tionship between the achieved PAPR reduction and the PA efficiency is derived,
so that the designer can relate PAPR reduction figures with the corresponding
power savings at the PA. Finally the relationship between the power dissipation
increase in the digital part and the corresponding power reduction in the analog
part of the transmitter is determined.

The remainder of the paper is as follows: Section 2 discusses the basics of
OFDM transmission, defines PAPR and Crest Factor and outlines the PTS ap-
proach. In section 3, PA efficiency is defined and its relationship to PAPR re-
duction is depicted. In section 4 the proposed architecture is presented and the
alternative strategies for estimating PAPR are explored. Section 5 presents the
simulation results, while section 6 discusses conclusions.
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2 Basic Theory

Initially, the binary input data are mapped onto QPSK or QAM symbols. An
IFFT/FFT pair is used as a modulator/demodulator. The N -point IFFT output
sequence is xk = 1√

N

∑N−1
n=0 Xnej 2πnk

N , where Xn is the transmitted symbol
sequence and N is the block size.

The PAPR of the signal xk is defined as square of the ratio of the peak power
magnitude and the square root of the average power of the signal; i.e.,

PAPR =
(max |xk|)2

E[|xk|2]
, (1)

where E[·] is the expected value operator.
In the PTS approach [4][5], the input data block is partitioned into disjoint

subblocks of equal size, each one consisting of a contiguous set of subcarriers.
These subblocks are properly combined to minimize the PAPR (Fig. 1). Let
the data block, {Xn, n = 0, 1, · · · , N − 1}, be represented as a vector, X =
[X0 X1 . . . XN−1]T . Then X is partitioned into V disjoint sets, represented by
the vectors {Xv, v = 1, 2, . . . , V }, such as X =

∑V
v=1 Xv. The objective of the

PTS approach is to form a weighted combination of the V subblocks,

X ′ =
V∑

v=1

bvXv, (2)

where {bv, v = 1, 2, · · · , V } are the weighting factors such that the PAPR corre-
sponding to x′ = IDFT{X ′} is minimized. In order to calculate x′ the linearity
of the IDFT is exploited. Accordingly, the subblocks are transformed by V sep-
arate and parallel IDFTs yielding



180 Th. Giannopoulos and V. Paliouras

a

b

a + b

a - b

Fig. 3. Functionality of the basic unit of the optimization block

x′ = IDFT{
V∑

v=1

bvXv} =
V∑

v=1

bvIDFT{Xv} =
V∑

v=1

bvxv. (3)

The optimum weighting factors are such that [4]:

b = [b1, b2, . . . , bV ] = arg min

(
max

∥∥∥∥∥
V∑

u=1

bvxv

∥∥∥∥∥
)

, (4)

resulting in the optimum transmitting sequence x′ in terms of low PAPR. ‖·‖ de-
notes a norm for PAPR estimation of each alternative sequence. The calculation
of the exact symbol PAPR requires the computation of symbol’s average power.
However, PTS algorithm does not seek the actual PAPR value; instead the vector
x′ with the lowest PAPR is sought. Therefore, assuming that the average power
remains almost the same for all symbols, (4) is a very good approximation of the
optimal weighting factors [4]. Subsequently, the sequence with the lowest PAPR
is chosen to be transmitted.

3 Amplifier Efficiency

Efficiency is a critical factor in PA design. PA’s power consumption is evaluated
by drain efficiency, defined as the ratio of RF output power to DC input power [6],

n = Pout/Pin. (5)

The instantaneous efficiency is the efficiency at one specific output level.
Therefore, signals with time-varying amplitudes (amplitude modulation) pro-
duce time-varying efficiencies. In this case, a useful measure of performance is
the average output power to the average DC-input power ratio:

n = PoutAV G/PinAV G. (6)

Signals with constant envelopes are always at peak output. In multicarrier
communications systems, the average efficiency of a class-A amplifier, which is
the most linear amplifier, is

nAV G = nPEP /ξ, (7)

where ξ is the corresponding PAPR value, and nPEP is the average efficiency
if the signal had constant envelope and equal with the peak value [6]. Assume
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that a PAPR reduction method is employed. The achieved average efficiency is,
n′

AV G = nPEP / ξ′, where ξ′ is the reduced PAPR value and in comparison
with nAV G, is

n′
AV G =

ξ

ξ′
nAV G. (8)

According to (6) and (8) the average DC-input power, required to give the
same output power, is

P ′
inAV G =

ξ′

ξ
PinAV G. (9)

The application of any PAPR reduction method, imposes additional process-
ing onto the digital part of transmitter, and extra power, Pdig, is consumed.
In order that the power consumption for the complete analog/digital system
decreases, Pdig should be less than the power gain in the analog part;i.e.,

Pdig ≤ PinAV G − P ′
inAV G (10)

Pdig ≤
ξ − ξ′

ξ
PinAV G. (11)

4 Proposed Architecture

Several symbol partitioning strategies and many ways of choosing weighting fac-
tors bv have been proposed in the literature [4][7][8]. This paper presents the
VLSI implementation of the optimization block (Fig. 2); i.e., a hardware unit
which calculates the PAPR of all possible alternatives sequences, obtained of var-
ious values for b, and chooses among them the one to be transmitted. For the
straightforward implementation, WV alternative sequences should be examined,
where W is the number of different values of weighting factors. The alternative
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Fig. 5. CCDF for the first estimation method

sequences are the result of the weighted combination of the PTS according to
(3). Each alternative sequence includes N samples. For every sample, the corre-
sponding magnitude is calculated, and the maximum of them denotes PAPR of
the corresponding alternative sequence. Finally, the sequence with the minimum
PAPR value is identified and chosen to be transmitted.

In the proposed architecture the input block is partitioned into V = 4 sub-
blocks Xv(i),

Xv(i) =
{

X [4i + v], i = 0, 1, 2, . . . , N/4− 1
0, otherwise , (12)

with v = 0, 1, 2, 3. The use of the particular partitioning allows the computation
of the 4 N/4-point IFFTs with the same number of arithmetic equations as a
N -point IFFT [9]. Weighting factors are restricted to ±1, thus no multiplication
is required, when combining the partial sequences xv to the peak-optimized
transmit sequence x′.

A substantial reduction of the number of alternative sequences is achieved
by exploiting the following property,

|x′| =
∣∣∣∣∣

4∑
v=1

bvxv

∣∣∣∣∣ = | − 1| ·
∣∣∣∣∣

4∑
v=1

bvxv

∣∣∣∣∣ =
∣∣∣∣∣

4∑
v=1

(−bv)xv

∣∣∣∣∣ . (13)

The number of alternative sequences is reduced by a factor of 2, without loss
of PAPR reduction capability. According to (13) the apply of weighting factors
[b1 b2 b3 b4] [−b1−b2−b3−b4] on the PTSs, gives two sequences with exactly the
same PAPR value. Therefore, only one of them needs to be computed. Hence,
the alternative sequences that need to be computed in terms of their PAPR are
just WV /2. The corresponding sets of bi, are that for which the value of the first
weighting factor is fixed [10].
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According to (4), in order to combine the alternative sequences, N sums of 4
complex numbers are required, one per sample. For the addition of 4 numbers,
3 adders are required. Hence, the formation of all alternative sequences requires
3 ·WV ·N additions. In the proposed architecture, the sums for the combination
of the partial sequences are not calculated directly. The 4 common partial sums,
x1 + x2, x1 − x2, x3 + x4, x3 − x4 are initially calculated and subsequently
combined to derive the elements of the 8 alternative sequences. In that case, for
all the alternative sequences only 12N complex additions are required (Fig. 2).
The functionality of the basic implementation unit for the formation of the
alternative sequences is depicted in Fig. 3.

A major task performed by the unit which derives the transmitted sequence,
is PAPR estimation. PAPR is estimated by means of (4) and a suitable choice
of a norm ‖ ·‖ applied on the complex sum

∑V
u=1 bvxv. This paper examines two

alternative ways of estimating PAPR, distinguished by the choice of norm. The
first choice calculates the magnitude of a complex number y = y1 + j · y2; i.e.,
|y| =

√
y2
1 + y2

2 . Since it holds that |y1| > |y2| then |y1|2 > |y2|2, for every real
number, the computation of

|y|2 = y2
1 + y2

2 , (14)

suffices, as a norm by means of which two complex numbers can be compared.
The particular estimation does not impose any performance loss. The straight-
forward way to compute (14) in hardware, requires a multiplier. In order to
calculate (14) in a more efficient way, an application-specific squarer [11] has
been implemented, taking into account the binary representation of the input.

The alternative way of estimating PAPR is by using a simple norm,

|y′| = |y1|+ |y2| (15)
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Table 1. Achieved DC-input Power reduction

First Estimation Method Second Estimation Method

n PAPR DC-input Power PAPR DC-input Power
Reduction (dB) Reduction (%) Reduction (dB) Reduction (%)

5 0.38 3.2 1.27 10.6
6 1.00 8.3 1.27 10.6
7 1.40 11.7 1.27 10.6
8 1.80 15.0 1.27 10.6
9 1.90 15.8 1.27 10.6

instead of |y|2. The calculation of |y′| requires an adder and some XOR gates
for the computation of the absolute values. Using this simplification a significant
reduction in area is achieved, in comparison to the previous implementation, at
the penalty of lower PAPR reduction, as demonstrated in the next section, and
quantified in Table 2.

5 Simulation Results

In an OFDM symbol the large peaks occur with very low probability, so for
characterizing the PAPR of OFDM signals, the statistical distribution of the
PAPR should be taken into account [12]. For that reason, the complementary
cumulative distribution function CCDF = Pr(PAPR > PAPRo) is used. In
the following results, 100000 random OFDM symbols were generated to obtain
the CCDF. Each symbol includes 64 carriers, each one QPSK modulated. Cyclic
Prefix is restricted to the 25% of the OFDM symbol. The transmitted signal is
oversampled by a factor of 4 [5], in order to better approximate the continuous-
time PAPR.

Throughout this section all PAPR values, PAPRo, refer to Pr(PAPR >
PAPRo) = 10−5. This means that less than one symbol out of 100000 have
PAPR value bigger than PAPRo dB. Fig. 4 depicts the achieved PAPR reduc-
tion, resulting by the application of PTS algorithm and assuming that arithmetic
operations are performed with double precision. The application of PTS leads
to 2 dB PAPR reduction in comparison to normal (without PAPR reduction)
OFDM.

A VLSI implementation of the PTS algorithm based on double-precision
arithmetic (64-bit floating-point operations) is not viable, because of the ex-
tended area and power consumption of the corresponding circuit. According to
simulation results, a fixed-point representation with 7 bits for the real and imagi-
nary part, respectively, is sufficient. In the remainder of this section, the achieved
PAPR reduction is examined, for an OFDM system with 64 carriers, using the
two different norms for PAPR estimation and for various values of bits word
length. It is assumed that two’s complement numbers are used. In the complex-
valued input of the optimization block, the length of real and imaginary part
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Table 2. Synthesis results

Estimation |y|2 = y2
1 + y2

2 |y|2 = y2
1 + y2

2 |y| = |y1| + |y2|
Method (using multiplier) (using squarer)

n area (μm2) power (mW ) delay (ns) area power delay area power delay

5 120873 31.50 3.5 104588 43.25 2.4 76418 62.73 1.5
6 147205 36.43 3.6 130769 48.35 2.6 88988 74.63 1.5
7 178824 41.30 3.8 154263 43.69 3.3 98221 67.98 1.8
8 214332 45.20 4.0 182869 48.45 3.4 111109 77.50 1.8
9 248612 54.10 4.0 216474 53.20 3.5 127530 90.93 1.8

is n bits, respectively. During optimization, the word length increases by 1 bit
following each addition and remains constant at the output of the squarer.

In the case of the first estimation method (Fig. 5) when the wordlength
is restricted to 3 or 4 bits there is no PAPR reduction. For n ≥ 8, the PAPR
reduction is almost the same with that achieved when double precision arithmetic
is used. But even for n = 7 or n = 6 there is a significant reduction of 1.4 dB and 1
dB, respectively. Using the second estimation method even for n = 4 bits there is
a significant reduction of 1 dB. But for n ≥ 5 the achieved PAPR reduction is the
same and equal with 1.27 dB. Table 1 tabulates the achieved PAPR reduction per
case, the power delay product, and the corresponding reduction of the average
DC-input power, of PA, required to give the same output power, according to (9).

Table 2 tabulates the area, the latency and the total, including dynamic and
leakage, power dissipation of the optimization block for different word lengths
and for the two alternative estimation methods. Furthermore, Table 2 compares
the case of implementing a general-purpose multiplier or an application-specific
squarer. The corresponding results are obtained using Synopsys Design Compiler
using an 0.18μm ASIC library. In order to estimate dynamic power, it is assumed
that the switching activity of all the nets of the optimize circuit is 50%.

A commercial PA [13] has DC-input power 1.4 W. From Table 1, when PTS
is applied, with the first estimation method and for data wordlength n = 5, the
average power dissipation of the transmitter reduces by 44, 08 mW. For that case
the power consumption of the optimize circuit is 31.50 mW, hence the total power
saving is 1%. Furthermore, it should be noted that reduced PAPR improves the
linearity of the PA, which has a straightforward impact on the Bit-Error-Rate
of the communication system. For wordlength of n = 9, the corresponding total
power saving is 12.6%.

6 Conclusions

PA efficiency is a crucial matter for every wireless application, because of PA’s
power dissipation. This paper quantifies the impact of a PAPR reduction scheme
adopted at the digital part of the system, versus the corresponding efficiency
increase expected at the analog part of the transmitter, firstly theoretically and
subsequently via extended simulation. The introduced analysis focuses on the
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PTS PAPR reduction algorithm, for two different estimation methods and for
various data wordlengths. Applying the corresponding results on an commercial
PA, a total power saving of 1% to 12, 6% is expected.
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Power Consumption in Reversible Logic
Addressed by a Ramp Voltage

Alexis De Vos and Yvan Van Rentergem

Imec v.z.w. and Universiteit Gent, B-9000 Gent, Belgium

Abstract. Reversible MOS or r-MOS is a logic family that inherently
promises asymptotically-zero power consumption. We deduce a simple
formula for calculating the power consumption. It rightly highlights the
unfortunate influence of the threshold voltages of the MOS transistors.

1 Introduction

Pass-transistor logic families offer different advantages with respect to conven-
tional (so-called static) c-MOS. Less power consumption and smaller power-delay
product are possible [1] [2] [3]. If we combine pass-transistor circuits with (quasi)-
adiabatic addressing [4] [5] and with reversible logic [6] [7] [8], particularly low
power consumption becomes possible. In the resulting circuits, there are neither
power nor clock signals. All information, power, and clocking propagates from
the input pins to the output pins, or the other way around.

2 Theory

Figure 1a shows the basic circuit: a source voltage v(t) charges a capacitor (with
capacitance C) to a voltage u(t). Between voltage source and capacitor, we have
a switch. Its off-resistance is infinite; its on-resistance is R. In practice, the switch
is a transmission gate, i.e. the parallel connection of an n-MOS transistor and
a p-MOS transistor. We call w(t) the control voltage of the switch. In fact, the
voltage w is applied to the gate of the n-MOS and the voltage −w is applied to
the gate of the p-MOS.

The analog input signals v(t) and w(t) as well as the analog output signal
u(t) represent binary digital signals: V , W , and U , respectively. Thus, we denote
logic values with capital letters. E.g. A is either 0 or 1. The analog signal that
represents the logic variable A is denoted by the lower-case letter a. In the ideal
case, A = 0 is materialized by a = −Vdd/2 and A = 1 by a = Vdd/2. Non-ideal
analog signals are interpreted as follows: if a < 0, it is interpreted as A = 0 and
if a > 0, it is interpreted as A = 1.

An ideal switch is open whenever w < 0 and is closed whenever w > 0.
Unfortunately, a transmission gate is not ideal. We assume it works as follows:

– whenever the gate voltage w exceeds v + Vtn, the switch is closed, because
the n-MOS transistor is on;

– whenever the gate voltage −w sinks below v + Vtp, the switch is closed,
because the p-MOS transistor is on.

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 207–216, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The parameters Vtn and Vtp are called the threshold voltages of the transistors.
Note that, in standard technologies, Vtn is positive and Vtp is negative. Thus the
switch is always closed, except if both transistors are off, i.e. if

w < min (v + Vtn,−v − Vtp) .

We compare this rule with the law of the ideal switch: an ideal switch is always
closed, except if w < 0.

a

b

R
C

w

u

v

C
3

R 3C
2

R 2R 1 C
1

u

1w 2w 3w

v

Fig. 1. Basic RC model

Let V be an input signal, which changes from V = 0 to V = 1 at time t = 0.
For this purpose, let v(t) be a ramp voltage:

v(t) = −Vdd

2 for t ≤ −T

2

= at for − T

2
≤ t ≤ T

2

= Vdd

2 for t ≥ T

2
.

Thus Vdd is the height of the ramp, T is the rise time, and a = Vdd/T is the
slope of the ramp. See Figure 2a. We stress that such addressing strategy is not
optimal from an energy-consumption point-of-view [9] [10]. However, among all
possible functions v(t) which rise from the value −Vdd/2 to the value Vdd/2 in a
finite time T , its performance is close to optimal. Because the above v profile is
a simple time function and independent of circuit parameters C, R, and Vt, it is
very often applied as the pseudo-optimal addressing of adiabatic logic [11] [12].

If the switch stays permanently closed, then Svensson [11] and Alioto et al.
[13] show that the energy E dissipated during the transient phenomenon is

E = CV 2
dd f(

T

τ
) ,
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a
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w
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v

ddV

ddV

T

v

- w

w

t

t

Vt

Vt

Fig. 2. Input signals v(t), w(t), and −w(t)

where τ = RC and

f(x) =
1
x

[
1
x

(e−x − 1) + 1
]

.

Alioto et al. [13] have proposed the following very useful approximation:

f(x) ≈ 1
2 + x

,

leading to the result

E ≈ CV 2
dd

1
2 + x

(1)

with x =
T

τ
. (2)

In the limit of short rise time, we find the conventional energy consumption per
c-MOS computational step:

lim
T→0

E =
1
2

CV 2
dd . (3)

For infinitely slow addressing, we find the zero-dissipation adiabatic limit:

lim
T→+∞

E = 0 . (4)
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Alioto et al. [13] thus have provided a very concise result. What is even
more important, is the fact that eqn (1-2) can also be applied in the case of
an RC ladder circuit, i.e. a cascade of n sections, each having a resistance Ri

and a capacitance Ci. It suffices to use the following values for the effective
capacitance C and effective resistance R (See Figure 1b) :

C =
n∑

i=1

Ci and R =

∑n
i=1 Ri

(∑n
j=i Cj

)2

(
∑n

i=1 Ci)
2 .

The Alioto et al. [13] analysis is applicable to the transmission gate, if the
latter is closed the whole time. It therefore can be regarded as the analysis of
the case ‘rising ramp source voltage and constant control voltage’. The opposite
case, i.e. the case ‘constant source voltage and rising ramp control voltage’ has
also been studied: by Nikolaidis et al. [14].

In reversible logic, however, both the source V and the control W are driven
by ramping signals (v(t) and w(t), respectively), either from input pins or from
previous logic stages on the same chip. We assume the same ramping source
voltage v(t) as above, representing a bit V that changes from logic 0 to logic 1.
For the control voltage w(t), we assume that the logic value W remains 1, i.e.
the transmission gate is intended to remain ‘closed’. Thus we have a transition
from the initial input (V, W )i = (0, 1) to the final input (V, W )f = (1, 1), which
will result in an output transition from U = 0 to U = 1. Note that we thus focus
on one of the 4 × 4 = 16 possible (V, W )i → (V, W )f transitions [15].

Although its logic value W does not change, the analog value of w of the
gate does change in a ramping way:

w(t) = Vdd

2 for t ≤ −T

2

= −at for − T

2
≤ t ≤ 0

= at for 0 ≤ t ≤ T

2

= Vdd

2 for t ≥ T

2
.

See Figure 2a. This is in contrast with the constant w(t) scenario in Figure 2(b) of
Chatzigeorgiou et al. [15]. It is thus no surprise that conclusions will be different.
As a result of the particular v(t) and w(t) waveforms, the transmission gate,
intended to remain closed all the time, unfortunately is open for a short period

−αn
T

2
< t < αp

T

2
.

Here, the α s are dimensionless (and signless) threshold voltages: αn = Vtn/Vdd

and αp = |Vtp|/Vdd = −Vtp/Vdd. We will restrict ourselves to the common case
Vtp = −Vtn. We will denote Vtn = |Vtp| by Vt and αn = αp by α. After laborious
(but straightforward) calculations (see Appendix), we find:
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E =
1
2

CV 2
dd

[
α(2 − α)− α(1 − α) z f(

z

2
) + 2(1− α)2 f(z)

]
,

where z = (1 − α) T
τ = (1 − α)x. If we twice apply the Alioto–Palumbo–Poli

approximation for f , we get:

E ≈ 1
2

CV 2
dd

8 + 2(1 + 2α)z + α2z2

(4 + z)(2 + z)
(5)

with z = (1− α)x =
(1− α)T

τ
. (6)

We thus find that E(x) is a second-degree polynomial in x divided by another
second-degree polynomial in x, thus a simple rational function of the x variable1.

Note that, for α = 0, we recover the Alioto–Palumbo–Poli formula (1-2). If
α is not zero, i.e. if Vt is not zero, eqn (3) is still valid, but not eqn (4). We find
the following quasi-adiabatic limit for slow addressing:

lim
T→+∞

E =
1
2

CV 2
t . (7)

Thus, unfortunately, the existence of a threshold voltage excludes asymptotically
zero-energy switching. Note that, in this limit, we have E ≈ E3: the energy is
mainly dissipated after the transmission gate conducts again and signal u3(t)
subsequently catches up with the signal v(t). Here, the symbols E3 and u3 have
the meanings presented in the Appendix. Eqn (7) is well-known in literature:
see e.g. [9] [16] [17] [18] [19] [20] [21]. New however is eqn (5-6), which expresses
how the limit (7) is reached for large T .

We now assume that, just like result (1-2) holds for arbitrary RC-ladders,
also result (5-6) holds for arbitrary chains of logic gates. This assumption is
justified, because intermediate source signals v2(t), v3(t), ... and intermediate
control signals w2(t), w3(t), ... (Figure 1b) are allowed to be themselves derived
from intermediate result signals u1(t), u2(t), ... Indeed, source signals vi(t) and
control signals wi(t) are allowed to be highly distorted, without affecting the
value of E. In Figure 2b, the input voltages v(t) and w(t) are distorted during
the second interval, however satisfying w ≤ v+Vtn and w ≤ −v−Vtp during that
interval. Our simplifying assumption is supported by the numerical waveform
simulations of transmission-gate ripple adders by Alioto and Palumbo [22].

3 Experiment

The above theory has been checked by means of a small-integration chip in the
AMI Semiconductor standard n-well c-MOS 0.35 μm technology. The layout
is designed with Cadence full-custom software. All transistors have minimum
length: L = 0.35 μm. The n-MOS transistors have width W equal to 0.5 μm,
whereas the p-MOS transistors have W = 1.5 μm. The treshold voltages are
1 If αn and αp are different, i.e. if Vtp �= −Vtn, then we obtain a third-degree polyno-

mial in x divided by another third-degree polynomial in x
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Vtn = 0.6 V and Vtp = −0.6 V. The circuit is a full adder consisting of four
reversible logic gates: three CONTROLLED NOT gates and one FREDKIN gate, using
a total of 20 switches [23] [24]. The circuit thus consists of 40 transistors. It
measures about 65 μm × 30 μm. See Figure 3.

Fig. 3. Computer layout of full adder

Figure 4 shows the results of Spectre simulations for the full adder, in case of
a ramp addressing of the circuit. The energy consumption E per computational
cycle is calculated for 19 different values of T , ranging from 100 ps to 10 μs.
In one cycle time, the input (A, B, Ci) switches from (1, 0, 0) to (1, 1, 0) in a
rise time T and back in a second (fall) time T . Here, A, B, and Ci are addend,
augend, and carry-in bits of the addition.

Figure 4 shows the curve fitting by eqn (5-6) with following parameter set:

1
2

CV 2
dd = 1.6 pJ

τ = 310 ps
α = 0.21 .

With Vdd = 3.6 V, this yields C = 250 fF, R = 1.2 kΩ, and Vt = 0.76 V. The
threshold voltage is higher than the nominal one because of body effect.

We note that such E(T ) curve resembles a Bode diagram, thanks to the fact
that eqn (5-6) has a rational form. The bending points of the Bode diagram are
at T = 2τ

1−α and at T = 2τ
α2(1−α) , because of the pole at z = −2 and the zero

approximately at z = −2/α2. The second pole (at z = −4) and the second zero
(at z ≈ −4 + 8α) are too close to one another to cause any bends in the curve.

Figure 5a shows experimental signals v(t) and u(t). Here v(t) is the input
signal applied to input bit B, whereas u(t) is the voltage of the carry-out bit Co.
Figure 5b shows the chip current. Note the non-adiabatic spike during interval 3.
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Fig. 4. Energy dissipation per computational step in a ramp-addressed reversible full
adder: crosses are Spectre simulations; smooth curve is the analytical expression (5-6)

(a) (b)

Fig. 5. Experimental oscilloscope view of (a) input and output voltages (1 V/div. vert.)
and (b) output current (approx. 5 nA/div. vert.)

4 Conclusion

Static c-MOS logic has a 1
2CV 2

dd power consumption per computational step;
adiabatic r-MOS logic consumes only 1

2CV 2
t . Thus the power reduction corre-

sponds to (Vt/Vdd)2. Now, the scaling approach of the International Technology
Roadmap for Semiconductors [25] not only foresees a continuous shrinking of
Vdd, but also prescribes a Vt reduced along with Vdd, with Vdd between 2 × Vt

and 6× Vt. We therefore can assume that (Vt/Vdd)2 will remain of the order of



214 Alexis De Vos and Yvan Van Rentergem

(1/4)2 = 1/16 in the next years to come. The penalty we have to pay for this
one-order-of-magnitude reduction of energy consumption and heat generation, is
loss of speed. Indeed, both adiabatic and quasi-adiabatic computing is inherently
slow.

In order to fully exploit the Landauer principle, i.e. in order to achieve asymp-
totically zero-power computing, we would need MOS transistors from a zero-Vt

technology. Silicon-on-insulator (SOI) is a good candidate for this [26] [27].
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Appendix: Calculations

For t ≤ −T
2 , we assume the circuit is in equilibrium: v = u = −Vdd/2 (Figures 2a

and 6). No current is flowing and thus no energy is dissipated in the resistor R
(Figure 1a). For t ≥ −T

2 , we distinguish four time intervals (See Figure 6) :
(1) −T

2 ≤ t ≤ −αnT
2 , (2) −αnT

2 ≤ t ≤ αpT
2 , (3) αpT

2 ≤ t ≤ T
2 , (4) T

2 ≤ t < +∞.
During interval 1, we have:

u1(t) = at− aτ + b1 exp(−t/τ)

E1 =
∫ −αnT/2

−T/2

1
R

(at− u1)2 dt .
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During the second interval, the switch is open, because w is both lower than
v + Vtn and lower than −v − Vtp. Therefore, no current flows and thus we have:

u2(t) = b2

E2 = 0 .

During intervals 3 and 4, we have:

u3(t) = at− aτ + b3 exp(−t/τ) and u4(t) = aT/2 + b4 exp(−t/τ)

E3 =
∫ T/2

αpT/2
1
R (at− u3)2 dt and E4 =

∫ ∞

T/2

1
R

(aT/2− u4)2 dt .

In the above, the four constants bj are found from initial conditions. These
are consequences of the continuity of the capacitor voltage u: u1(−T

2 ) = −aT
2 ,

u2(−αnT
2 ) = u1(−αnT

2 ), u3(
αpT

2 ) = u2(
αpT

2 ), and u4(T
2 ) = u3(T

2 ). Finally, the
total energy dissipated in the resistor R is

E = E1 + E2 + E3 + E4 .

v

ddV

tVt

1u
2u

3u

4u

Fig. 6. Input voltage v(t) and output voltage u(t)
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Abstract. This paper presents a new floorplanning algorithm empha-
sizing power reduction for SOC designs using voltage islands. In this
algorithm, the supply voltages and positions of blocks are determined
simultaneously for both dynamic and static power reduction. Special no-
tice is taken of the interdependence between power and temperature, and
thus a block level power and thermal analyzer is incorporated for ther-
mal aware power estimation. Other goals, including area, wire length,
as well as level converters and temperature distribution are taken into
account, leading to a multi-objective optimization problem, solved using
simulated annealing. Experimental results on a set of modified MCNC
benchmarks show that introducing voltage islands can reduce the total
power by 15% to 30%, and thermal aware voltage island optimization
can further reduce the total power by 4% to 15%, as well as promoting
even temperature distribution.

1 Introduction

Power dissipation has become one of the most critical concerns in very deep sub-
micron IC designs for the following two reasons. First, both dynamic and static
power increase rapidly because of rising clock frequency, higher leakage current
and increasing packing density. Second, more and more devices are powered by
batteries with the growth of portable and mobile applications, which urges low
power chips. A number of power aware design methodologies and tools have been
developed, among which the new design style of voltage island has shown great
effectiveness and flexibility for power saving in SOC designs [1].

The motivation of the voltage island approach is that there are usually some
modules working unnecessarily fast, and that the supply voltages of such mod-
ules can be reduced for power saving without sacrificing performance. In an SOC
design utilizing voltage islands, each island refers to a region, usually contain-
ing several blocks, that uses a separate supply voltage other than the chip-level
supply. By allowing multiple on-chip supplies and flexible placement of volt-
age islands, the new design style brings forward many opportunities to partially
lowering supply voltage for power reduction under performance constraint. Ben-
eficial as it is, some overhead exists: on-chip or off-chip voltage regulators are

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 257–266, 2005.
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required to generate suitable supply voltage for each island; level converters are
needed if a module is driven by another with lower supply level; power networks
may become much complicated with a huge number of islands. All of the above
factors are likely to increase the design and manufacturing costs and hence must
be carefully managed.

Thermal issue is another concern concomitant with power consumption. Due
to increasing packing density and power dissipation, power density is rising
rapidly, leading to high temperature across the chip and thus high packing and
cooling cost. Moreover, temperatures at different parts of the chip can vary sig-
nificantly, which challenges reliability, calling for temperature aware design [2].
It should be noticed that while power consumption, especially leakage power,
depends heavily on temperature. A 30-degree increase of temperature can cause
up to 50% increase of static power in the newest technology generation. In view
of the interdependence of power and temperature, integrated power and thermal
management is highly desirable in sub-100nm designs.

Many works have been done on the traditional floorplanning problem min-
imizing a combination of area and wire length. Recently, a few floorplanning
algorithms have been proposed considering thermal or power issues. [3] presents
a genetic algorithm for even temperature distribution. [4] develops a thermal
driven algorithm for 3D floorplanning. [5] proposes a method for temperature
aware floorplanning with performance considerations. All these works assume
that the total power of each module is constant and can be determined be-
fore the floorplanning process. [6] develops an algorithm for low power slicing
floorplan design with module selection. This algorithm also considers area, wire
length, power density etc.; however, prevalent techniques for low power design
are not used and leakage is not explicitly considered. Notably, [7] defines the
problem of architecting voltage island and presents an algorithm including is-
land partition creation, level assignment and physical layout of modules. This is
the first published work on floorplanning for voltage island designs to the best
of our knowledge; however, many important design aspects are not considered
adequately. Wire length and the number of level converters are not measured
explicitly, and the area utilization of reported experimental benchmarks are rel-
atively low. Furthermore, like most previous works, this algorithm ignores the
temperature dependence of power consumption and every core is assumed to
consume a constant power in any circumstance, which can lead to inaccuracy in
power and temperature estimation when leakage power is prominent.

The purpose of this paper is to describe a thermal aware floorplanning algo-
rithm for designs with voltage islands, where not only the position, but also the
supply voltage of each module is determined. The reason for such combination is
that voltage island design is tightly related to the physical implementation due
to cost and reliability considerations: it is important to cluster modules with the
same supply voltage in order to reduce the number of islands and thus reduce
cost; temperature distribution can be determined given the layout and power of
every core, which facilitates thermal management, as well as encourages the idea
of placing high leakage modules in regions where temperature is relatively low
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to allay static power. Besides power reduction and hotspot avoidance, the pro-
posed algorithm also tries to optimize the number of level converters, as well as
traditional floorplan design objectives including area and wire length. Like many
prevalent floorplanning algorithms, the proposed algorithm employs a simulated
annealing engine and B* tree is used to represent the floorplan topology[8].

2 Problem Description

Consider an SOC design with a set of cores1. To support the voltage island style,
some of the cores in the library are designed to be able to operate at different
voltages (possibly with different implementations). We assume that the possible
supply voltages of each core are given in a power table, along with the power
density at each voltage. Since static power depends exponentially on tempera-
ture, we also assume that static power values on a few typical temperatures are
known prior to floorplanning. A sample power table is shown in Table 1.

Table 1. A sample power table

name Vdd dynamic static(300K) static(350K) static (400k)

A 1.0V 800 340 590 940
B 1.0V 200 200 350 550
C 1.0V 1100 380 640 1000
D 0.8V 500 300 420 570
D 0.9V 560 340 490 640
D 1.0V 630 400 570 720
E 0.9V 400 210 300 420
E 1.0V 500 270 390 490

It is necessary to control the number of supply levels since level converters
are often needed on interconnects across different voltage islands. Moreover, it is
necessary to reduce the number of voltage islands because too many irregularly-
arranged islands can make the design much complicated, causing trouble to
timing analysis, power routing and clock distribution. Therefore, blocks supplied
with the same voltage level is advised to be placed in clusters, each cluster
forming an individual island.

The introduction of voltage islands and the consideration of power and ther-
mal issues bring forward more constraints and the goal is usually inconsistent
with that of traditional floorplan problems. Fig. 1 illustrates 3 different packing
solutions of the 5 blocks whose power table are given in Table 1. The first is an
area optimal packing, with an area of 90. Suppose that only two supply levels
are allowed, D and E should be supplied with voltage 0.9V and form a voltage
island. Then it is favorable to place D and E adjacently and we can get the
second packing with area 96. Further, noting that in the second packing, A and
1 Cores, modules and blocks are interchangeable in this paper
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C, the two blocks with highest power density, are placed near each other, we are
advised to modify the packing and separate A and C to avoid hot spot. Thus,
the third packing with more evenly temperature distribution but larger area is
preferable. In a larger problem with more blocks, the situation can be much more
complex. Different design aspects interact with each other and compromises are
usually made between conflicting goals, resulting in a more sophisticated prob-
lem. It can be concluded that any algorithm that fails to consider any of the
aspects is likely to result in suboptimal solutions.

Fig. 1. Three packing solutions for five blocks. The areas are 90, 96, 99 respectively

The problem this paper aims to solve can be described as follows. Given
a set of cores C = {C1, C2, . . . , Cn}, with Ci of width wi and height hi, and
a power table containing the allowed supply voltages and power density under
different temperatures and different voltages. A floorplan with voltage islands is
represented with (xi, yi, ri, vi) for all Ci, where xi, yi are the coordinate of the left
bottom position of Ci, ri denotes the rotating or flipping condition of Ci and vi

is the supply voltage for Ci. The goal is to minimize: 1) area; 2) total wire length;
3) total power; 4) number of level converters; 5) maximum on chip temperature;
6) number of voltage islands. Constraints include 1) no overlap between cores;
2) total number of voltage levels does not exceed a predetermined value t.

3 Coupled Power and Thermal Analysis

In the floorplanning process, the selection of supply level and position for every
core influences both power and temperature distribution, which are inherently
interrelated. When we consider the dependence of power consumption on supply
voltage and operating temperature, we get

Pi = Pi(vi, Ti) (1)

On the other hand, the steady state temperature distribution satisfies the heat
transfer equation.

k(x, y, z)∇2T (x, y, z) + g(x, y, z) = 0 (2)
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where k denotes thermal conductivity, T (x, y, z) represents the temperature and
g(x, y, z) is power density at point (x, y, z). A thermal resistive network can
be obtained by modelling each block as a node connected with adjacent nodes
by thermal resistors. Then the temperature of each core satisfies the following
equation. ⎛⎜⎜⎜⎝

T1 − Tamb

T2 − Tamb

...
Tn − Tamb

⎞⎟⎟⎟⎠ =

⎛⎜⎝R11 . . . R1n

...
. . .

...
Rn1 · · · Rnn

⎞⎟⎠
⎛⎜⎜⎜⎝

P1

P2

...
Pn

⎞⎟⎟⎟⎠ (3)

or
T−Tamb = RP (4)

where Tamb is the ambient temperature, and R is thermal transfer matrix ob-
tained from the positions of modules using HotSpot 2.0 [2].

It is obvious from Eqn. 1 and 3 that the power consumption vector P and
temperature vector T are interdependent. In [2] and [9], an iterative method
for coupled power and thermal analysis is used: initial power or temperature
estimation are passed to the model and convergence is expected after a few
iterations, as shown in Fig 2.

Fig. 2. Flow of coupled thermal and power analysis: iterations between power model
and thermal model is needed under given supply voltage and position for every block

The number of iterations needed to achieve certain accuracy is influenced by
the initial value of temperature or power. If an initial estimation of temperature
distribution that is close to the actual value is used, the iteration is expected
to converge quickly. In our algorithm, a linearized power model is used in the
coupled power and thermal analysis for quick temperature estimation, and the
result are passed to the iterative analyzer as the initial value. The power of each
core under given supply voltage is written as

Pi = ai + biTi (5)

Such linearization is based on our observation that although subthreshold leakage
increases exponentially with temperature, the relationship between total power
and temperature is slightly super-linear and it is possible to find a linear ap-
proximation within a reasonable range of working temperature. We have carried
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out a series of experiments using HSpice on the error of such approximation.
Fig. 3 shows the power consumption of a small circuit under 70nm technology
at different temperatures. The maximum error of using a linear model is below
10% between the temperature range from 318K to 383K.

320 330 340 350 360 370 380

2

2.5

3

3.5

4
x 10

−7

Temperature (K)

P
ow

er
 (

W
)

Fig. 3. The trend of total power of a small 70nm circuit working at 1GHz at different
temperatures. Results are obtained using HSpice with BSIM4 transistor model

Eqn. 5 can be written in matrix form as⎛⎜⎜⎜⎝
P1

P2

...
Pn

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
a1

a2

...
an

⎞⎟⎟⎟⎠+

⎛⎜⎜⎜⎝
b1

b2

. . .
bn

⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝

T1

T2

...
Tn

⎞⎟⎟⎟⎠ (6)

or
P = A + BT (7)

Combining Eqn. 4 and 7, the estimated temperature vector can be solved as

T = (I−RB)−1(RA + Tamb) (8)

With the initial value given by Eqn. 8, only 1 iteration is performed in our
implementation before the distribution of power and temperature is obtained.

4 Algorithm Description

4.1 Solution Representation and Perturbation

B* tree is an elegant floorplan representation scheme proposed in [8], which is
able to represent the topology of admissible floorplans. Block orientation and
supply voltage is associated with each node in the B* tree to represent both the
position and the supply voltage in our algorithm.

On the neighborhood structure, there are totally 5 kinds of moves operating
on an existing solution.
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1. Rotate a block clockwise by 90 degree.
2. Flip a block.
3. Swap two blocks.
4. Remove a block from the floorplan and insert it elsewhere.
5. Increase or decrease the supply voltage of a block if allowed.

4.2 Cost Function

We formulate the following cost function to incorporate all the goals of the
problem.

cost = c1 · exp(power/powere) + c2 · lc/N
+ c3 · exp(area/areae) + c4 · wl/wle
+ c5 ·max(temp) + c6 · islands
+ c7 · ramp(levels− t)

(9)

Where power, lc, area, wl, temp, islands and levels are the total power, number
of level converters needed, chip area, wire length, temperature, number of volt-
age islands and total number of voltage levels used in the floorplan, respectively.
powere is the total power when all cores works on its lowest allowable voltage
under the temperature of 300K; N is the number of cores in the design, areae is
the sum of area of every core; wle is estimated total wire length, given by aver-
aging the wire length of 20 randomly generated floorplan. c1 to c7 are constants
that are 0.3, 0.1, 0.4, 0.2, 0.001, 0.05 and 1.0 respectively in our implementation.
Note that c7 is punitive.

4.3 Two Stage Annealing

To avoid trivial operations of adjusting operating voltages blindly, we divide
the algorithm in two stages. In the first stage, several appropriate voltages are
selected as candidate supplies for blocks from all possible voltages. Because the
selection of voltages influences the cost function prominently, and the layout
generated in this stage is not necessarily superior in area or wire length, appro-
priate voltage levels can be found with relatively smaller search effort. After the
first stage, every core is supplied with a low voltage and perturbations on sup-
ply voltage can be performed less frequently in the second stage, which focuses
on optimization of the complex goal involving all the significant design aspects
mentioned above.

The proposed algorithm is outlined in Fig. 4. The two stages differ primarily
in the perturbation schemes (referred to as Perturbation Scheme 1 and Pertur-
bation Scheme 2 for the two stages respectively). In Perturbation Scheme 1, the
supply voltages for all cores are adjusted frequently, so that an optimal voltage
configuration can be quickly determined to reduce the search space in the second
stage. Perturbation Scheme 2 is mainly adjustment on positions or orientations
of blocks. Voltage adjustment is relatively rare (5% in total perturbations in our
implementation), and usually associated with spatial changes in order to avoid
fragmented voltage island configuration and to save power.
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1 Generate an initial solution with random topology and every core working at
its lowest allowed voltage.
2 temperature ← init temperature
3 while temperature > final temperature
4 Perturb the solution with Perturbation Scheme 1.
5 Evaluate the new solution and decide whether to accept it.
6 Adjust temperature.
7 end while
8 temperature ← init temperature2
9 while temperature > final temperature2
10 Perturb the solution with Perturbation Scheme 2.
11 Evaluate the new solution and decide whether to accept it.
12 Adjust temperature.
13 end while
14 Output final solution.

Fig. 4. Outline of the algorithm

Another difference between the two stages is in the number of perturbations
performed. The first stage undergoes a fast cooling process since a satisfactory
voltage configuration can be found without very much effort. In the second stage,
however, temperature lowers relatively slow because a large number of solutions
need to be evaluated.

5 Experimental Results

The proposed algorithm has been implemented on a PC with Intel Pentium pro-
cessor 1.4GHz and 384M primary memory. The area, total wire length, number
of level converters, power consumption, maximum on chip temperature of the
solution generated by the proposed algorithm are measured on a set of MCNC
benchmarks and compared with two other floorplanning algorithms. One is a
traditional floorplanning algorithm optimizing a multiplex goal of area and wire
length under uniform chip-level supply voltage (referred to as Algorithm 1). An-
other is similar to the proposed algorithm, but without thermal considerations,
assuming the power consumption of a block is constant (referred to as Algo-
rithm 2). In our experiments, the power density when temperature is 343K is
used as the constant power density for every core in Algorithm 2. Since the orig-
inal MCNC benchmarks do not contain power density information, we generate
the power table based on the predicted value at 70nm technology by ITRS 2003
[10]. In the following experiments, the maximum number of supply voltages is
limited to 2.

Comparison on area, wire length, power, level converters and running time
between Algorithm 2 and Algorithm 1 are illustrated in Table 2. It can be ob-
served that designs using voltage island can gain a power reduction between 15%
to 30%, and that using voltage islands usually result in larger area or wire length
and some other overheads like level converters. It is interesting to notice that the
xerox benchmark, in which 2 distinct voltage levels are possible, are eventually
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Table 2. Results comparison. (Algorithm 1 / Algorithm 2)

name area (mm2) wl (mm) voltages (V ) power (W) lc time (s)

ami33 1.23/1.25 63.0/64.4 1.1/(1.0, 1.1) 1.20/0.95 0/60 25/340
ami49 37.71/38.64 815.2/883.4 1.1/(1.0, 1.1) 42.30/30.12 0/110 51/502
apte 48.45/48.21 440.5/542.0 1.1/(1.0, 1.1) 30.21/25.53 0/90 5/29
hp 9.26/9.57 225.3/226.4 1.1/(1.0, 1.1) 1.30/1.06 0/57 10/75

xerox 20.42/20.49 410.52/505.78 1.1/1.1 12.68/12.68 0/0 12/37

Table 3. Results comparison. (Algorithm 2 / proposed algorithm)

name area (mm2) wl (mm) voltages (V ) power (W) tempmax(K) time (s)

ami33 1.25/1.28 64.4/64.6 (1.0,1.1)/(1.0, 1.1) 1.02/0.94 412/366 340/710
ami49 38.64/40.22 883.4/834.0 (1.0,1.1)/(1.0, 1.1) 34.12/32.30 452/390 502/1799
apte 48.21/50.04 542.0/550.1 (1.0,1.1)/(1.0, 1.1) 27.02/23.25 408/353 29/79
hp 9.57/10.21 226.4/266.0 (1.0,1.1)/(1.0, 1.1) 1.05/1.01 368/339 75/219

supplied with a single voltage after optimization. This is probably because the
power reduction of dual supply scheme is not very prominent and thus only one
supply is used to avoid overheads.

Algorithm 2 assumes that the power density is constant under different tem-
peratures, which may lead to inaccurate power and temperature estimation. Re-
sults of Algorithm 2 are compared with the proposed algorithm with a iterative
power and thermal analyzer. The total power and temperature on the hottest
core are computed with 10 iterations and listed in Table 3. The number of level
converters are equal on all the benchmarks. It is evident that thermal aware
optimization not only avoids hotspot effectively, but also helps in improving the
total power (by 4% to 15% on the above benchmarks).

Fig. 5 shows the floorplan results with voltage islands. The use of rectilinear
voltage islands rather than only allowing rectangular ones places less constraints
on the problem and is probably helpful in improving area utilization and wire
length.

Fig. 5. Voltage islands in ami33 and ami49. The blocks shaded area are supplied with
1.1V, and others 1.0V
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6 Conclusion

The introduction of voltage islands provides a flexible way for power reduction.
Total power can be reduced effectively at the cost of extra implementation over-
heads. Voltage islands should be carefully designed with simultaneously consid-
eration of power consumption, temperature, level converters, number of voltage
islands, together with area and wire length during the floorplanning process.
We have developed a thermal aware floorplanning algorithm supporting voltage
islands. Experimental results have demonstrated the effectiveness of our algo-
rithm. The results also indicate that thermal aware power reduction is necessary
for sub-100nm designs.
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Abstract. In this paper, we propose a novel Interconnect Driver circuit
scheme for on-chip bus structures, which changes it’s drive strength based
on the switching pattern of the neighbouring interconnect. The circuit is
quite simple compared to driver circuits proposed in the literature. The
results show that for the cost of a few transistors, the proposed driver
circuit has a wider eye opening (upto a 100% improvement) and reduced
jitter (up to a 32% reduction) than a traditional driver for typical DSM
technologies.

1 Introduction

Advances in interconnect technologies such as an increase in the number of
metal layers, stacked vias, and reduced routing pitch, have played a vital role
for continuous improvement of integrated circuit density and operating speed.
However, several parasitic effects jeopardize the benefits of scaling.

The interconnects in deep submicron technologies are typically very lossy so
that the RC delay dominates. In order to keep the resistance to a minimum, the
aspect ratio (height/width) of wires is increased, which gives rise to increased
interwire coupling capacitance. This coupling capacitance results in crosstalk
which has an effect on the delay, depending on how the aggressor lines switch.
To consider two extreme cases, the effective coupling capacitance between two
nodes is zero if there is a transition at both nodes at the same time and in the
same direction, while it is twice the coupling capacitance if the transition is in
the opposite direction (i.e. the Miller effect). In general, the effective coupling
capacitance of a signal trace is determined by the signal arrival times and slew
times of coupled lines. In [1], it is estimated that the worst-case effective ca-
pacitance is 3 times the coupling capacitance (Cc) for linear ramp voltages, and
may be even worse for exponential waveforms. Hence there is a huge variation
in charging time for the best- and worst-case situations.

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 277–285, 2005.
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Reducing the coupling length by inserting buffers is a widely used method-
ology to reduce not only the RC dependent delay of long interconnects, but
also crosstalk noise [2]. Inserting buffers or repeaters into a design is compli-
cated from a design perspective -especially for semi-global level or global level
wires- because they require vias which take up space and complicate the layout
process. Also the overall performance is very sensitive to their placement, and
the repeaters consume more power. Wire shielding and increasing the inter-wire
spacing are other well known options to reduce the effect of crosstalk [3]. Active
shielding methodology employs two shield wires on both sides of the target wire,
and maintains the same transition direction as the target wire for fast propaga-
tion [4]. However wire shielding methods use up valuable wiring resources.

As in advanced CMOS technologies, transistors are less expensive than wires,
it is more desirable to deal with crosstalk effects by using special circuit tech-
niques. The transition sensitive accelerator [5] is an alternative to buffer inser-
tion, which works by sensing the transitions on the line and accelerating them
by connecting the output node to the relevant logic level. It uses highly skewed
inverters, which have a lower noise margin, to directly drive the output. The
booster technique proposed in [6] injects or sinks more current depending on the
transition, and a clear timing analysis for interconnects is not shown.

The driver technique proposed in [7] drives the interconnect in a different
manner so that the jitter, due to the effective capacitance variation, is re-
duced. The repeater circuit proposed in [8] improves the bus speed by reduc-
ing/increasing the threshold of repeaters detecting the switching pattern which
may impact the noise margin. Also for this circuit a separate bias circuit is
necessary for well and substrate of the pull-up and pull-down transistors.

In this paper we propose an adaptive interconnect driver circuit called Switch-
ing Sensitive Interconnect Driver (SSID), which senses the switching of its neigh-
bours to increase/decrease drive capability with an assistant driver. Our driver
circuit is quite simple, and the cost for this technique is to use a second driver
and couple of minimum sized logic gates.

2 Switching Sensitive Interconnect Driver Circuit

The Switching Sensitive Interconnect Driver (SSID) Circuit proposed in this
paper (Figure 1) consists of two drivers: the Main driver, which is similar to a
traditional driver (inverter), and an Assistant driver, which can be turned on
or off depending on the switching patterns of the aggressor and the victim by
means of a logic circuit called selector. When the input signals for the victim
and the aggressor(s) are in opposite directions, then the assistant would join
with the main driver to drive the interconnect, because the effective capacitance
is higher, as is mentioned in the introduction. But, when the input signals are
in the same direction, the assistant would remain quiet, so the response of the
SSID is similar to that of a traditional driver.
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PS

Assistant Driver

Aggressor
Selector

NS

Victim

MP2

MP1

MN2

MN1

Main Driver

Fig. 1. Circuit Schematic of Switching Sensitive Interconnect Driver for two parallel
wires

Table 1. Output of the Selection logic at Various Switching Patterns

Victim State Aggressor State Selector Outputs
PS NS

0 0 1 1

0 1 0 1

1 0 0 1

1 1 0 0

2.1 Operation of the SSID

For the sake of simplicity, two parallel wires are considered to explain the opera-
tion of the SSID (Figure 1). The selection logic circuitry to control the assistant
driver is implemented as:

PS = Vin + Aggin

NS = Vin · Aggin

where Vin means input to the victim line (or the line we are interested in) and
Aggin is the input to the aggressor (or the neighbour).

When the inputs are opposite in phase and the victim is in High-to-Low
(Low-to-High) transition, PS is at logic zero and NS is at logic one, switching
on both MP1 and MN1. Hence the output makes a Low-to-High (High-to-Low)
transition through MP2 (MN2). With in phase switching of aggressor and victim,
if the victim makes a High-to-Low (Low-to-High) transition, both PS and NS
are at logic one (zero), disconnecting MP2 (MN2) from the interconnect. The
transistors MN1 and MP1 are mainly used as switches.

The inter-resource communication link for a Network-on-Chip will most likely
consists of a larger number of parallel wires, with uniform coupling [9]. For such
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Assistant L Assistant R

NSR

PSR

NSL

PSL
Victim

Main Driver

Fig. 2. Circuit Schematic of SSID for victim with two neighbours

Table 2. Effective capacitance variation and operating mode of the Assistant Driver
at Various Switching Patterns

Case Switching Pattern SF(k) Status
AssistantL AssistantR

1 (↓↑↓) , (↑↓↑) 4 ON ON

2a (− ↑↓), (− ↓↑)
3

XX ON
2b (↑↓ −), (↓↑ −) ON XX

3a (− ↑ −), (− ↓ −)
2

XX XX
3b (↑↑↓), (↓↓↑) ON OFF
3c (↑↓↓), (↓↑↑) OFF ON

4a (− ↑↑), (− ↓↓)
1

XX OFF
4b (↑↑ −), (↓↓ −) OFF XX

5 (↑↑↑), (↓↓↓) 0 OFF OFF

a regular wire fabric or a bus configuration, there are two neighbours for middle
wires, and for this case, two assistant drivers have to be utilized (see Figure 2).
The AssistantL is driven from the control signals, PSL and NSL, generated
by selection logic between victim and the left aggressor, while AssistantR is
controlled by the selection logic between victim and the right aggressor. Also,
for such a structure the effective capacitance is Cground + kCc where k may
vary between 0 and 4 for typical inputs. Table 2 describes the possible switching
patterns and the status of each assistant driver. Here, ↑, ↓ and − are used to
represent transitions from zero to one, one to zero, and no transition, respectively.
For example the pattern (↑↓↓) describes the transitions of the left aggressor,
victim, and right aggressor respectively. The status XX of Assistant Driver(s)
depends on the logic value of the quiet aggressor.

3 Driver Comparison and Results

3.1 Simulation Setup

Figure 3 shows the basic simulation setup used for comparing the Switching
Sensitive Interconnect Driver (SSID) with a traditional driver. For the simula-
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SSID

Dt

Dt

Fig. 3. Simulation setup

tions, we used CADENCE Spectre and UMC 0.18-μm-CMOS process with 1.8
V supply voltage. A 40X inverter has been used as the traditional driver ( where
minimum or 1X inverter is Wpmos = 2.7 ∗Wnmos and Wnmos = 240 nm). The
main driver of the SSID is also a 40X inverter, and the transistors MN2 and
MP2, which forms Assistant Driver of SSID, is selected as same as the NMOS
and PMOS transistors of Main Driver respectively. A π5 distributed RC model
was used to model the interconnect, with Cground = 331 fF/mm, Cc = 186
fF/mm and R = 107 Ω/mm considering the values for a semi-global wire in
0.18 μm technology [10]. The driven interconnect is terminated with an inverter
at the far-end. To make a fair comparison, the neighbour is driven with a 50X
inverter. To get the response of the traditional driver, the same set up was used
without the additional driver and the selector.

3.2 Results and Discussion

The effect of distortion on the transmitted signal can be demonstrated by an
eye diagram at the output of the victim net, built up over hundreds of cycles,
with different pseudo-random bit streams (PRBS) being fed to the three lines.
The eye opening indicates the amount of voltage and timing margin available
to sample the signal. To easily distinguish between zeros and ones, we should
get a clear eye opening in the middle. Figure 4 shows the eye diagram at the
output of the victim net for an interconnect driven by a traditional driver, and
Figure 5 shows that for an interconnect driven by the SSID. For the shown case
in Figure 5, the maximum eye height of the proposed driver is 1.375 times wider
than that for the traditional, and the reduction of jitter is 28%.

The variation of maximum eye height and jitter with Cc/Cground for the far-
end waveform of the interconnect driven by the SSID is plotted in Figure 6 (a).
It is well known that with increasing Cc/Cground, maximum eye height should
decrease and the jitter should increase. In terms of physical design parameters
the closer the wires to each other, the higher the jitter and the lower the eye
height.

From the graphs in Figure 6, the adaptive nature of the SSID is evident;
as the coupling quantified by the Cc/Cground ratio changes, the assistant and
main drivers share the load appropriately, so that the eye opening is constantly
wider than for a traditional driver. The fact that the assistant drivers can switch
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Fig. 4. Eye Diagram at the far-end (Point A) with a traditional driver

Fig. 5. Eye Diagram at the far-end (Point A) with the Switching Sensitive Interconnect
Driver

on selectively allows a much higher drive strength when needed. With a single
driver, the drive strength has to be chosen as a medium for the best- and worst-
cases, so that the drive strength for the heavily coupled, worst-case switching
patterns are generally insufficient, while it is too high for the best-case switching
patterns. These graphs show the effectiveness of the SSID for wires with heavy
coupling; in other words, the SSID allows wires to be placed closer together with
fewer performance penalties. The graph in Figure 7 depicts the eye opening and
jitter for the SSID normalized to those for the traditional driver. That is for
example for jitter, the values shown represent the jitter for the SSID divided by
the jitter for the traditional driver at different coupling strengths. The arrows
indicate the appropriate axis.

Figure 8 explores the variation of eye opening and jitter with line length for
the technology described in Section 3.1, for both drivers. It can be seen that the
eye opening completely closes due to attenuation and signal degradation after
1.5 mm for the traditional driver, and at 2 mm for the SSID.

4 Conclusion

A concept for an interconnect driver methodology, which senses the switching of
aggressors is proposed and tested mainly for inter-resource communication links
in Network-on-Chip type of architectures for nanometer technologies. We have
demonstrated the ability of the SSID to achieve a higher data rate. For example,
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and Traditional Driver
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for a value of 0.75 for Cc/Cground which is typical for semi-global interconnections
in DSM circuits, there is an improvement of 100% in the maximum eye height
and 32% in the jitter over a traditional driver.
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5 Limitations and Future Work

The Crosstalk-on-Delay effects are mainly due to the switching of the neighbours.
However this version of the SSID is level sensitive, and hence the selector circuit
turns on the Assistant Driver even when the input for the aggressors are steady.
A circuit which can sense only the transition would introduce a reasonable im-
provement for the overall performance. Also comparisons of the bandwidth of
the bus structure driven by the SSID against the traditional driver would be
useful. This work is earmarked for future work.
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Abstract. A novel self-timed communication protocol is based upon
phase-modulation of a reference signal. The reference and the data are
sent on the same transmission lines and the data can be recovered observ-
ing the sequence of events on the same lines. The sender block consists
of a reference generator and variable-delay elements, while the receiver
includes a delay-locked loop for synchronization and a mutual exclusion
element with additional logic (validity bit and FIFO) for data recovery.
This protocol exhibits high robustness with respect to transient errors
caused by narrow pulse interference, usually associated with crosstalk
and radiation.

1 Introduction

The issue of fast and reliable communication fabric is crucial for the successful
design of systems-on-chip. An approach to design of such communication fabric
is the Network-on-Chip (NoC) [1]. The synchronization of blocks is a non-trivial
aspect of design, and research has delivered interfaces which are self-timed and
speed-independent to address this problem. An example of self-timed interface
can be found in [2], where the communication between two separate clock do-
mains is investigated. Transient errors due to cross-talk, cross-coupling, ground
bounce or environment interference become more prominent as integration in-
creases, and this effect can be observed interconnect wires, as underlined by the
work of Dupont and Nicolaidis [3, 4]. Quoting Nicolaidis: “it is predicted that
single event upsets induced by alpha particles and cosmic radiation will become
a cause of unacceptable error rates in future very deep submicron and nanome-
ter technologies. This problem, concerning in the past more often parts used in
space, will affect future ICs at sea level” [4]. This motivates the fault tolerance
approach to design. Unfortunately, the implementation of fault tolerance leads to
hardware overheads, which in its turn reduces the reliability. It may happen that
large systems of the future will be spending most time recovering from transient
faults. In order to alleviate this problem, a simple fault masking approach was
introduced in [5]. It was applied to request-acknowledgement handshake proto-
cols, exploiting the redundancy created by the feedback acknowledgement signal.
In this paper we also exploit protocol redundancy, but feedback signals are not
used. Both approaches leave a small percentage of errors unmasked. Although
they significantly reduce error rate, the need in fault-tolerant design remains.

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 286–296, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Protocol errors induced by pulse interference. Left: synchronous single-rail sys-
tem; right: dual-rail return-to-zero

Multiple-rail encoding is based on the transmission of data on two or more
lines; one or more lines go high to indicate one of the possible combinations
of data. Typically, these schemes employ one state as no-data (a spacer, usually
zero). Usual single-rail and dual-rail transmission suffers from the effects of single
event upsets (SEU), as the receiver in the channel could lose data, latch wrong
data or lose synchronization. Consider, for instance, Figure 1 (left), where data is
selected by a strobe. If a pulse is induced on the data line, the only way it could
generate an error is if the pulse overlaps with the rising edge of a clock pulse.
The occurrence of such an event has a lower probability than that of a narrow
pulse upsetting the data line “far” from the strobe pulse. However, consider the
case where the strobe signal is corrupted by the same narrow pulse: if the pulse
is strong enough to be recognised as a valid transition, the receiver could latch
additional unwanted data, possibly not only corrupting the data being sent at
the time of the upset, but forcing the system to lose synchronization. In the
case of dual-rail using a single spacer protocol, the upset could appear on either
lines and still cause unwanted data to enter the communication channel, as in
Figure 1 (right).

From the brief description given it is clear that more robust approaches are
needed for these asynchronous communication channels. Dual-rail encoding us-
ing an alternating spacer protocol offers better resilience to errors; nevertheless,
the general encoding is based upon the recovery of data from the value of the
lines at a point in time. Our solution extends the concept of alternating spacer
protocol to improve robustness on transmission lines. Our focus is on the relia-
bility of on-chip communication channels particularly for NoCs and we propose
a methodology to improve the resistance to the special case of SEUs affecting
the communication fabric.

2 Approach

2.1 Dual-Rail Encoding

Dual-rail codes are designed so, that data is sent across two lines rather than a
single one. The data is encoded by switching high or low one of the lines; the
difference in level represents an item of data. The traditional dual-rail protocol
employs a single spacer, whereby after each transmission of a valid bit of data the
bus returns to the zero state. In [6] the use of alternating spacers is introduced
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and several implications with respect to security issues (power signatures) are
analysed. The paper concludes that the alternating spacer protocol (ASP) is
good for security, the circuits implementing it are easy to synthesise in standard
gates, and the whole approach can be integrated in the standard design flow. In
this paper we use this protocol, as it allows the receiver to distinguish between
SEUs and valid transitions.

2.2 PSK Approach

The proposed approach builds upon the ASP. The sender and the receiver, as
in Figure 3, can be synchronous systems, albeit within completely uncorrelated
clock domains; alternatively they can be fully-asynchronous blocks, or combina-
tions of the two. The reference signal is used for sampling the data by its rising
and falling transitions. The data being sent modulate the phase of the clock
differently on each transmission line by controlling the variable delay elements
(VDE). The receiver recovers the data by comparing the signals to each other.
Data values are encoded as the sign of the phase difference of the clock signal on
the transmission lines. Rather than measuring the phase difference, the receiver
decodes the data by observing the sequence of events on the transmission lines.
The receiver records the data upon the arrival of the first transition, but the
bit validity is recorded only when the next spacer settles on the transmission
lines. Therefore, the measure of interest is the differential delay introduced by
the VDEs on the transmission lines, which we indicate with δ.

This differential delay introduce an event window, where an imbalance on the
lines is present. The size of this event window is determined by δ, which indicates
the “nominal value” for this window, and the jitter introduced by the channel on
each line γ. Provided that the system is able to reject transient faults appearing
outside the event window, one such fault will generate an error only if it happens
within the window. Effectively, we reduce the event window to a minimum in
order to minimise the effect of transient faults, while still recognising data.



PSK Signalling on NoC Buses 289

sp0 sp1

0

sp0

1

sp1

0

sp0

0

ref

t_1

t_0

data

t_1 before t_0
t_0 before t_1

δ−Γδ

Γ

Fig. 4. Left: example of waveforms for Figure 3; right: effect of jitter on choice of δ

In order for the data to be correctly recovered, δ must be recognised at the
receiver (but not measured); however if the channel introduces a systematic dif-
ferential delay between the lines, transmission can be impaired. Careful design
could minimize this problem, but in order to cancel out the effect of this system-
atic differential delay some synchronization between the two transmission lines
at the receiver is needed. Ginosar and Kol [7] describe the problem of adaptive
synchronization and propose an adaptation protocol which employs a training
session, where the circuit stops operating and the sender transmits dummy data
to the receiver; other adaptation protocols are described. In any cases, to ensure
reliability, the jitter γ introduced by the channel must be taken into account so
that δ � Γ where Γ = max(|γ|) in order to guarantee deterministic behaviour
of the system. However, if T is the clock period, Γ � T and therefore δ can
be chosen so that T > δ � Γ . The value of Γ can be estimated using various
techniques [8].

The fact that valid data is recorded only when the next spacer is generated
(and therefore when both transmission lines have changed status) has an impor-
tant property: a hazard on one of the transmission lines (generated by cross-talk,
EM interference, cosmic radiation) will not be recorded as data. This is partic-
ularly important if several single-event upsets (SEU) can be generated by the
environment; provided the events do not affect both lines at the same instant,
the system will ignore the error.

An important property of the alternating-spacer protocol described in [6],
from which the following definitions are reported, is the minimisation of the ex-
posure time (the variation in energy consumption when processing data values).
This is the time where the energy imbalance is exhibited and it is shown in the
same paper that the alternating-spacer protocol has a smaller exposure time
than the single-spacer protocol, in particular, the lower bound is one gate delay
and the upper bound is one clock cycle. The new approach proposed in this pa-
per, however, minimizes the exposure time of the bus, so that the bounds depend
on δ and Γ and the following inequality holds: δ + Γ>exposure time>δ − Γ .
Note that using a single-spacer protocol, one could minimize the exposure time
by minimizing the width of the pulses representing data; however, this has the
drawback of increasing spectrum occupation by the data signal. In terms of ro-
bustness and predictability of behaviour, the system is such that a fault will
become an error, if it appears through the edge of the second-arriving signal,
and when a fault involves both lines at the same time. As a solution to the latter
case, the designer could route the two lines so that they are physically apart if
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the synchronizer employed at the receiver has enough capture range. The first
case has no solution; however, the probability of such an event occurring is pro-
portional to the ratio of δ and the clock period. Therefore, the approach to avoid
such errors would be to employ some high-level protocol to detect and/or correct
errors.

3 Operation Principles

3.1 Sender

Figure 5 (a) shows a possible design of the sender having dual-rail input. The
VDE implementations are shown in Figure 5 (b) and (c), where the coarse
VDE can be used in our sender, and the fine VDE can be used to calibrate
a mesochronous system [7], which is one of application areas for our approach.
For the latter, the two data lines can be set to 11 or 00.

3.2 Receiver

The receiver block has the task of recovering the data sent over the communi-
cation channel; using the approach described, this task is performed by a Phase
Detector (PD). Much literature is devoted to the design and analysis of a number
of different PDs. In our case, the quantity of interest is the timing relationship
between two related events happening on the two transmission lines, and in par-
ticular only the sequence of events rather than their absolute distance in time.
Therefore, the PD can be binary quantized or lead/lag, indicating that one event
on one line leads or lags the other corresponding event on the other line.

A Mutual Exclusion element (ME), shown in Figure 5 (d) and (e) [9, 10] is
essentially an S-R flip-flop followed by a metastability filter, which allows the two
inputs to be very close to each other in terms of arrival time. If the requirement
δ � Γ is met, then the determinism of the system is guaranteed, and this will
prevent the S-R flip-flop from entering metastability. However, as the jitter is a
random variable, the time δ − γ could be below the expected value, presenting
a metastability hazard, hence the use of an ME.

The ME will only recognize events on the rising edge of the inputs; in order to
follow the protocol correctly, the falling edge of the input must also encode data.
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Hence the PD is built around two MEs, one of which has the inputs inverted,
as shown in Figure 6. To complete the PD, additional logic is required which
perform event detection and indicates the presence of a valid bit at the output.
This logic is a combinational function of the input of the PD and the outputs
of the MEs. It uses memory elements to ensure stable inputs to the ME and to
avoid using more complex circuitry only at the outputs of the MEs.

As in any circuit decoding Phase Modulation, the receiver will require some
phase alignment system, in order to make sure that the two incoming modulated
clock signals are synchronized. In order to perform phase alignment, a DLL can
be used and the PD can be shared between the data recovery system and the
DLL, which will resemble a lead/lag-type PLL described in [11]. For this type
of PLLs a class of filters called sequential filters is described, which has the
attractive property of being governed by statistical equations and, importantly,
by a set of observed values rather than a linear combination of a set of inputs.
Previous work by the author [12] illustrates a DLL based on such filters that can
be employed in this case.

3.3 Repeaters and Bridges

The system relies on the signals seen from the receiver’s PD being aligned with
respect to their relative phase. This can deteriorate in long wires. As a counter-
measure, the use of repeaters or bridges can be considered. These will recover the
data voltage and resend the same data with the correct delay. A bridge can be
implemented by putting a receiver and a sender in a back-to-back configuration.
A different approach would employ analogue or digital devices to regenerate the
appropriate time delay. The bridges could be used to perform additional func-
tions: if used in NoCs, these devices can have several outputs (a combination of
a receiver and several senders), thus forming a network switch. A disadvantage
of bridges/switches is their latency. The latency is defined by the data validation
process, which finishes only after the second wire have switched.

3.4 Bandwidth and Reliability

The International Technology Roadmap for Semiconductors (ITRS) [13] indi-
cates that future interconnects will be based around high-speed serial links,
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with bandwidths of several Gigabit/sec. In this context, we evaluate the use
of the proposed approach in future technology nodes. The choice of δ and the
bandwidth of the circuit are inextricably co-related and depend on the physical
characteristics of the receiver and the sender.

From [14] we can describe the difference in output voltages for a bistable in
metastability as ΔV � θ ·δ ·e t

τ , where τ is the time constant of the device, θ is the
conversion factor from time to initial voltage at the metastable node and ΔV is
the voltage difference at the output which indicates the end of the resolution.
This formula is correct for |δ| ∈

(
0, ΔV

θ

)
and is an acceptable approximation

for |δ| � Vdd

θ . Rearranging the above equation we can write t � τ · ln
(

ΔV

θδ

)
.

If T = 1
f where f is the maximum frequency of the link and tres the resolution

time, we can impose the condition T > tres for a reliable link. Note that this
inequality holds for one ME as this device only works with one edge of the
input. Using the protocol being described, we can relate T to δ by writing δ =
ρT where 1 > ρ > 0; substituting in the previous equation we obtain tres �
τ · ln

(
ΔV

θρT

)
. Using the inequality indicated and rearranging using basic algebra

we obtain ρ > ΔV

Tθ e−
T
τ . This last equation uses the frequency of the link and the

physical characteristics of the technology for the ME to indicate the minimum
δ for reliable operation. The values of τ and θ are dependent on the technology,
while ΔV can be chosen in a more or less conservative way. In particular τ is
the speed of one NAND gate and θ is related to the switching of the transistors
in the gate. From [13] we find that τ is destined to drop while θ will increase:
for example, the speed of a NAND gate is destined to reach 12.13ps in 2009 and
2.81ps in 2018.

Figure 7 shows plots of ρ against the frequency of the link in GHz for various
technology nodes indicated by different values of τ . The value of ΔV is 3.3V
and represents an extreme, as the output voltage different is recognised as valid
well before the voltage difference reaches 3.3V. θ has been chosen to be 3mV/ps
from [14] as an example and kept constant to simplify the graph. Frequencies
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Fig. 8. Implemented receiver and its waveforms

where ρ exceeds 1 are intrinsically unusable, as the resolution time is larger
than the period. We can impose a limit on ρ for meaningful safe operation of the
proposed protocol of 0.1 (δ one tenth of T ) and drive the link at frequencies below
the corresponding frequency. Once the maximum frequency has been determined
the effective value of ρ can be chosen to be above 0.1, so that any jitter will be
ignored, as this will affect δ and therefore ρ. Note, however, that at very high
frequencies additional effects become significant; the characterization of such
behaviours is under study.

4 Implementation Example

4.1 Description

An implementation example has been designed and simulated as proof-of-concept.
The sender is an asynchronous block assembled as shown in Figure 5(a), the
coarse VDEs are built as in Figure 5(b); the delay of 500ps was chosen. The
receiver design is illustrated in Figure 8. The two ME elements and the input
logic (I1-I4) implement the PD in the receiver. It also includes control logic for
identifying code-words. The receiver observes the dual-rail pair of signals (x1 and
x0), and then based on the order of their switching, records the input code-word.
In order to sample 1-to-0 switching, the inverted signals x1_bar and x0_bar are
introduced. Under normal operation, if x1 wins, then x1g is generated, alterna-
tively if x0 wins, then x0g signal is generated. The other ME component operates
similarly for sampling the falling edges. The corresponding grant signals are x1bg
and x0bg.

In order to prevent pulse interference during spacer states, the input logic
(gates I1-I4) is used. For example, assuming x1 wins the grant, during the spacer
state, if the x1 is changed due to interference, then gate I1 will hold the grant
signal until next spacer state coming (x0 and x1g are all high). The control logic
converts dual-rail code-words to normal data. Two AN221 gates implement this
mechanism. As the alternative spacer protocol is used, after a grant signal is
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generated, the expected spacer is known. For example, after x1g is generated,
the expected spacer is all-ones. When the logic receives the all-one spacer, a
set signal is generated and the output (out=1) is produced. The system was
implemented using the AMS 0.35u CMOS technology (TECH-CSI) under the
Cadence toolkit and simulated using the Cadence analogue simulation tool.

4.2 Results

Figure 8 shows some waveforms obtained during simulation of the system de-
scribed. The value of δ was chosen to be 5% of the clock period T, which in turn
was 10ns. The maximum value of the jitter could therefore reach 500ps in the
limit.

We also made an experiment using an unrealistic estimation of jitter to less
than 3ps on each transmission line in order to illustrate the behaviour at “ex-
treme” conditions. The value of δ was 15ps, five times bigger then the delay.
Even at these short times, the PD does not enter metastability and exhibits
correct behaviour. In Figure 8 the windows w1 and w3 indicate the distance δ
while w2 and w4 are the windows where interferences are ignored. Note in fact
the rejection of two faults happening at times 7ps (w2) and 22ps (w3). In the
first case, the fault appear during a transmission clock cycle, but the erroneous
data is not latched; in the second case, the fault appears between two clock
cycles, but it still does not affect the behaviour of the transmission line. Please
note that two transitions on “out” happen close to the faults, but are completely
unrelated to them: in fact, they are the result of the decoding of the information
appearing at times (respectively) 5ns and 20ns (the transitions on “out” start
before the faulty transitions). The time between the reception of a valid data
and the production of that data at the output of the receiver block is 1.68ns.
This time results from using ME, which are relatively “slow” devices. If δ was
chosen to be larger, different techniques could have been used for the design of
receiver to recover data, leading to faster response at the expense of a wider
event window.

The receiver is not Speed Independent and works under the Fundamental
Mode without completion detection logic. Therefore, some timing assumptions
are used in the design, for example the inverters used between the two MEs must
have identical dynamic behaviour. Apart from this simple one, some others hold:

1. The cycle time of the sender must be greater than 1.68ns (time to generate
an output at the PD);

2. τ〈x1,x0〉=00/11 ≥ τinv + τand2 + 2τan221 after the relevant grant is generated;
3. δ < τgrantGenerate, where τgrantGenerate is the time between an edge arriving

and the generation of the corresponding grant signal.

The first assumption is expressed in 3.2. the second is necessary to guarantee
that the length of the valid spacer is long enough for the signal to propagate
through the flip-flop at the right-hand side of Figure 8 and the feedback to reach
the flip-flop to keep the value.
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5 Conclusions

A novel interconnection approach for SoCs has been presented together with
some examples of implementation. The results show high robustness to transient
faults of the type described (narrow-pulses) and relative simplicity of implemen-
tation. An important feature of the system described is the adaptability to a
variety of environments (GALS, NoCs), achieved without the need for sophisti-
cated circuitry. In fact, the system can almost be “plugged in” and work, as long
as the synchronization protocol and the buffer stages are designed correctly.

The simulation results show that the circuit works as expected and has the
ability to filter out interference. More accurate evaluation of jitter and iden-
tification of minimal event windows (possibly on-line) is under consideration.
Together with the jitter introduced on the transmission lines, additional sources
of jitter are in fact the delay elements themselves, particularly if a delay line is
employed. A more analytical description of the design requirements is therefore
being carried out, together with a more accurate definition of the effects of a
fault appearing through the window w1.

Future work aims to implement more complex protocols employing a larger
number of transmission lines in order to increase throughput of the channel
and increase reliability. In fact, consider the case where n lines are used for the
communication channel. If VDEs are employed on each line the sender could
introduce different combinations of delay on the lines and the receiver would, by
recognising the sequence of edges of the transmission clock on each line, recover
the data being encoded. The work of John Bainbridge, summarised in his thesis
[15], describes the use of a single-rail bus to avoid the overhead imposed by the
use of multiple-rail bus implementations; however, he also proposes the use of
1-of-4 encoding [16] as a possible improvement.
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Abstract. LCD displays consume a significant portion of the system
energy which is a tight constraint for various battery operated portable
devices supporting streaming video. With the advent of new LCD tech-
nology like Organic-LEDs, and shrinking feature size of I/O controllers,
the LCD bus is going to be the major contributor to this power budget
for future devices. The data traveling over LCD buses (the images) have
high spectral and temporal correlation which can be exploited for reduc-
ing the switching activity on the bus. However, there is lack of enough
work for exploiting the cross-channel correlation (CCC) for low energy
encodings. In this work, we prove the effectiveness of CCC and propose
three new algorithms and associated encoding schemes to save as much
as 23% switching activity (average 15.5%) and increase the Covering
Potential on average by 20% for the LCD bus.

1 Introduction

Historically, battery-operated products have been the most demanding applica-
tions for low-power microelectronics. With the tremendous market penetration of
devices such as cell phones, PDAs, and other hand-held devices supporting real-
time multimedia applications, power management of these devices has become
pervasive in the semiconductor industry. Reducing the power demand of such
complex devices can be done by applying various power optimization techniques
on the different components of the system: computational units (i.e., processors
and logic), memories, buses, and peripherals. One of the major components in
the energy budget of such devices is the LCD subsystem, which comprises display
technology and LCD bus for data transfer. LCD subsystem often consuming as
much as 25% to 50% of total system power [1].

For existing LCD subsystems, the energy requirements of the LCD bus is
around 25% of the display subsystem power, or roughly 7-8% of the system
power. Current LCD technologies are based on back-lit TFT panels, which are
intrinsically power-hungry components. Emerging technologies such as organic
display (OLED) systems do not require a back-lit to function, thus drawing much
less power than conventional TFT displays [11]. With decreasing feature sizes of
peripherals such as graphics cards and display controllers, the power consump-
tion in these components is expected to go down. In future systems, we may

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 297–307, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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then expect that the power impact of the other components (e.g., frame buffer
and LCD buses) will become the actual bottleneck. The LCD bus is typically
implemented as a flat cable with capacitance values orders of magnitude more
(tens of pF/m) than on-chip buses or PCB buses, and does not show any signs
of respite in the near future. The contribution of LCD bus to the total system
power will shoot up in near future due to above mentioned reasons. Hence, it
can be concluded that the most ubiquitous peripherals which need immediate
attention for applications in portable devices are indeed LCD buses.

Besides high capacitances of the wires, another aspect that makes LCD buses
a good target for power reduction is related to the fact that most LCDs are based
on digital interfaces; this allows to simplify the problem of power reduction on
LCD buses from a purely electrical issue (as it would be for analog interfaces) to
a simpler “logical” approach based on the reduction of the number of transitions.
This is a widely studied problem in the domain of low-power EDA; however, most
techniques are devoted to parallel buses, whereas LCD buses are based on serial
protocols. Previous works on energy-efficient data transmission on digital LCD
interfaces have been explored in the literature ( [4,5]), by exploiting in different
ways the well-known correlation existing between adjacent pixel values.

The rest of the paper is organized as follows. We summarize the previous
work for low energy LCD bus encoding in Section 2. We list the notation used
in the sequel in Section 3 and illustrate the importance of correlation between
data traveling over different channels on LCD bus in Section 4. We propose three
new algorithms in Section 5 to take advantage of this correlation for low energy
transmission schemes. In Section 6, we introduce our encoding scheme, which
represents the implementation specification for transfer of data using our Algo-
rithms. We report our results in Section 7 and end the paper with conclusions
and directions for carrying out future work in this domain.

2 Previous Work and Background

LCD protocols do not explicitly provide options for energy-efficient transmission.
In the literature, most solutions for reducing the energy consumption of LCD
sub-systems have focused on circuit-level solutions either in the design of indi-
vidual components of the display systems [7,8], to specific (hardware or software)
control mechanisms inside the LCD controller [1, 9], or to the proper design of
the frame buffer memory [2].

For LCD bus, which is typically implemented as high capacitance flat cable,
the transition count, which is defined as the number of transitions between high
and low logical state on LCD buses, is a measure of energy requirement. Recent
works ( [4,5]) have tried to reduce the bus transition count using energy-efficient
data encodings on the digital interface. In order to increase correlation of trans-
mitted data, both schemes transmit pixel differences rather than pixel values,
exploiting the well-known Intra-Channel Correlation (ICC) of images. For ex-
ample, for 8 bit color values, if the consecutive pixels on a particular channel
of the data are 130 & 136, instead of sending these values, we send 130 and
6(= 136− 130)
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In [5], the authors have introduced the concept of Limited Intra Word Tran-
sition (LIWT) codewords for encoding most commonly occurring differences be-
tween two consecutive pixel values. This scheme is possible thanks to Gaussian
distribution of the differences between adjacent pixels which is centered at 0 [4]
and has a very small variance. The LIWT scheme is characterized by a win-
dow of pixel differences for which the low transition codewords are transmitted.
For any difference lying outside this range, LIWT sends out the original pixel
value instead of sending the difference. The range in which a pixel difference
should lie in order to be sent as a low transition codewords is called LIWT Win-
dow. A typical LIWT Window could be [-10,10]. In the above example, sending
6(00001010) would cause four transitions on the bus. Using LIWT we can assign
the codeword ’11111110’ to this difference and thus reduce the transition count
to one for sending this difference. However, the complexity of the encoder and
decoder at both ends of the LCD bus can become huge for high values of the
LIWT Window. This is because the decoder is typically implemented as a table
and a LIWT Window of size N requires storing N codewords in the table of
both encoder and decoder. Clearly, the energy savings achieved in this manner
is proportional to the number of pixel difference which fall in the LIWT Win-
dow. Furthermore, it is immediately derivable that the above scheme does not
take into account the correlation that exists between data traveling on different
channels of the LCD bus. The first attempt to use Cross-Channel-Correlation
(CCC) was made in [4], however, the authors concluded that the CCC is not
interesting property for energy efficient encodings.

Through this work, we show that indeed CCC is an important property to be
exploited for low power encoding and is at least as good as using ICC alone. We
use CCC to increase the percentage of pixel differences falling in LIWT window.
Also, to keep the complexity of the encoder and decoder very simple, we focus our
attention to very small decode/encode units. For this, we chose a LIWT scheme
for which the LIWT Window is [-4, 4]. This requires storing only 9 codewords
for the most frequently occurring difference values at the decoder and encoder.
Using both CCC and ICC leads to considerable reduction in the transition count
without any increase in the number of codewords. We propose new algorithms
and corresponding encoding schemes to exploit CCC and ICC together in this
paper. We estimate the hardware overhead using our schemes to be much less
than the overhead required for implementing a wide range LIWT Window using
tables at encoder and decoder to accomodate more pixel differences for encoding
as differences.

3 Notation

Table 1 lists in brief the notation we have used throughout this paper. Broadly,
we have reserved the symbol δ for Intra-Channel properties and the Δ for Cross-
Channel properties. As an example, below we show the values travelling on
various channels and how various Δ and δ are connected to this data set.
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Table 1. Notations used in the sequel

Symbol Notation

Pc,i Pixel value on channel c for ith pixel. c ∈ (Red,Green, Blue)

δc,i Difference between ith pixel and i-1th pixel of channel c( = Pc,i - Pc,i−1)
δc−d,i Difference between ith pixel of channel c and channel d ( = Pc,i - Pd,i)

δ Used for generic description for δm,n, m �= n
Δc−d,i Difference between δc,i and δd,i ( = Cross-Channel Difference)

Δ Used for generic description for Δm,n, m �= n

R → 130 140 155 50 65 δr,2 = 140− 130 = 10
G→ 70 85 120 180 155 → Δr−g,3 = δr,3−δg,3 = (155−140)−(120−85)
B → 20 40 140 220 190 Δb−g,4 = δb,4−δg,4 = (220−140)−(180−120)

4 Inter-channel Correlation

It is well known fact that there exists considerable amount of correlation amongst
the various channels of an image. This correlation has been widely used in Image
Processing algorithms for Image compression. Figure 1 shows the original image
(4.2.04 from [10]) along with its decomposition into the three independent
channels using GIMP [13]. It can be immediately observed that the most of

Fig. 1. Comparison of R,G,B channels for an example Image from [10]
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the spatial features, such as edges, gradients are very regular similar on all three
channels. Thus, any change occurring in one of the channel, has changes of similar
nature occurring on the other channels. Sending out the common portion of this
information on all three channels is redundant, which can be dealt with by
subtracting the common information and sending this information on only one
channel, and the residues in the rest of the channels. This is typically how an
data compression algorithm would deal with such a situation. This observation
is basis for our work.

Fig. 2. Δr−g,i, Δg−b,i and Δb−r,i for 4.2.04 [10]

To study how this 2-Dimensional spatial correlation amongst various channels
manifests itself in case of essentially 1-dimensional (sequential, raster scanned)
data traveling over LCD buses, we plotted Δr−g,i, Δg−b,i and Δb−r,i traveling
over three channels at a given time in Figure 2. It can be observed that the three
curves are concentrated near the value 0 for most of the time, suggesting that
indeed the subtraction operation has left little residues, hence the data must be
correlated which we call as Cross-Channel Correlation(CCC).

5 Proposed Algorithms

To utilize the CCC discussed in Section 4 for reduced transition count, we pro-
pose three algorithms which utilize the observation that the most values are
close to zero in Figure 2. The basic aim of these algorithms is to bring more
pixel difference values within the range of LIWT Window.

5.1 Variable Base Cross-Channel LIWT (VBCC-LIWT)

In this scheme, as depicted in Algorithm 1 we find the channel which has the
middle value for the set of differences δr,i, δg,i and δb,i. Thus a middle channel
as red would mean δg,i ≤ δr,i ≤ δb,i or δg,i ≥ δr,i ≥ δb,i. We assign this channel
as the base for the current pixel values. For base channel we apply pure LIWT,
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whereas for the rest of the two channels, we find Δc−base,i. In case these Δc−base,i

lie within the LIWT Window we transmit the related code. This scheme does not
depend on the values of δ for the non-base channels while considering inclusion
into the range of LIWT Window. As will be evident in Section 7, the outcome
of this algorithm proves that indeed CCC is a strong correlation property.

Algorithm 1 VBCC-LIWT Task: Encode for Channel c using only Δ

1: δc,i ← Pc,i − Pc,i−1 {∀ c ∈ [R,G,B]}
2: Find middle channel m out of R, G and B
3: Apply pure LIWT on channel m
4: Calculate Δc−m,i {∀ c ∈ [R,G,B] - m}
5: if (Δc−m,i in Range) then
6: Send (EncodeCrossChannel(Δ))
7: else
8: Send Ri

9: end if

5.2 Fixed Base Synergized Cross-Channel LIWT(FBSCC-LIWT)

In this scheme, as depicted in Algorithm 2, we fix one of the channels as base
channel, say red, without loss of generality. For encoding, we check if δc,i or Δ
for these channels lie within the LIWT Window and encode appropriately. In
case, neither of δ and Δ lie within the range, we transmit the actual pixel value
using EncodePlain. The benefit of this algorithm stems from the fact that the
probability that either δ or Δ will lie inside the LIWT Window is very high,
leading to low transition codewords to be transmitted for most of the pixels.

Algorithm 2 FBCCS-LIWT Task: Encode for Channel c using δ or Δ

1: δc,i ← Pc,i - Pc,i−1; δr,i ← Pr,i - Pr,i−1; Δc−r,i ← δc,i - δr,i

2: if (δc,i in Range) OR (c = Red) then
3: Send EncodeIntraChannel(δc,i)
4: else if (Δc−r,i in Range) then
5: Send EncodeCrossChannel(Δc−r,i)
6: else
7: Send EncodePlain(Pc,i)
8: end if

5.3 Variable Base Synergized Cross-Channel LIWT(VBCCS-LIWT)

We present an even stronger algorithm, which combines the above two algo-
rithms to pack extra pixel differences within the LIWT Window. This scheme is
analogous to shifting origin for the various δ and including Δ for consideration
in LIWT Window. We present this scheme in Algorithm 3. Choosing the middle
channel, m as the base value causes the value of Δ to be small and hence they
become more prone to fall inside the LIWT Window.
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Algorithm 3 VBCCS-LIWT
1: Calculate δc,i {∀ c ∈ [R,G,B]}
2: Find middle channel m
3: Calculate Δc−m,i {∀ c ∈ [R,G,B] - m}
4: if (δc,i in Range) then
5: Send (EncodeIntraChannel(δ))
6: else if (Δc,i−j in Range) then
7: Send (EncodeCrossChannel(Δ))
8: else
9: Send Ri

10: end if

6 Encoding Scheme

For taking full advantage of schemes proposed in Section 5, it is mandatory to
use suitable encoding techniques so that the pixels are decodable at the receiver
end. We use the last two redundancy bits for this purpose. There are at most
five units of information that we need to transmit

1. Whether the pixel is encoded as δc,i?
2. Whether the pixel is encoded as Δci,cj?
3. Whether the pixel is plain/un-encoded?
4. Whether the channel in consideration is a base channel?
5. Whether the channel in consideration is not a base channel?

It appears that we need to use at least 3 bits for signaling the above 5 informa-
tions. However, it turns out that out of the above questions,

– Algorithm VBCC-LIWT requires only 2, 3, 4 and 5. (Don’t use δ)
– Algorithm FBCCS-LIWT requires only 1, 2 and 3. (Red is base)
– Algorithm VBCCS-LIWT requires only 1, 2, 3, 4 and 5. But it can be easily

observed that a base channel cannot be encoded as Δ, since it itself contains
the base information.

Table 2. Codewords distribution for δ and Δ and plain pixel values

Difference Used by δ = MAP() Used by Δ
-4 1000000000 0111111111
-3 1110000000 0001111111 Plain Pixel
-2 1111100000 0000011111
-1 1111111000 0000000111 XXXXXXXA 01 (if A = 0)
0 0000000000 1111111111 XXXXXXXA 10 (if A = 1)
1 1111111100 0000000011
2 1111110000 0000001111
3 1111000000 0000111111
4 1100000000 0011111111
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Hence, we are able to pack the required four pieces of information in the last
2 redundant bits used in LIWT scheme. We encode this information in the last
two redundancy bits using the scheme shown in Table 2. We reserve codewords
ending with ”11” for sending cross-channel differences (Δ), ”00” for sending inter
channel differences (δ). We reserve codewords ending with ”01” and ”10” for
plain pixel transmission depending upon the last bit of the binary equivalent of
plain pixel value. The last category of pixels can be quickly recognized by taking
XOR of redundancy bits at the decoder side. One salient feature of encoding
scheme of Table 2 is that the corresponding codewords for δc,i and Δci,cj for any
value are bitwise invert of each other. This information can be used effectively
to simplify the Algorithm 2 and Algorithm 3 in Section 5 as

EncodeIntraChannel(K) = MAP(k) / ∗Defined in Table 2 ∗ /

EncodeCrossChannel(K) = Invert Bits (EncodeIntraChannel(K))

EncodeP lain(K) = Binary Value(K) + ′′01′′ || ′′10′′

7 Experimental Results

We implemented the algorithms presented in Section 5 using the encoding scheme
proposed in Section 6 in C++. We calculated the transition count on the LCD
bus and percentage of pixel differences covered by a LIWT Window of range
[−4, 4] for all the images.

The percentage of pixel differences covered by LIWT and various schemes
proposed in Section 5 for the same size of LIWT Window, represents the the-
oretical bounds on the maximum advantage that can be derived using these
schemes. In other words, the percentage of pixel differences lying inside the
LIWT Windows (defined now on as Covering Potential, or simply CP) is the
maximum benefit that can be achieved using a particular scheme, assuming that
other factors such as decodability issues are assumed to be absent. This analysis
only takes into account the Algorithms proposed without considering the encod-
ing scheme used for transmission. Undoubtedly, the actual savings will always
be less than the this limit because we need to sacrifice some transitions to ensure
decodability at the receiver end. We measured the CP for various benchmark
images using our schemes and LIWT, and are reported in Figure 7.

We observe that using our algorithms, the CP of the encoding schemes has
increased substantially. We gain on an average 12% for VBCC-LIWT, 14% for
FBSCC-LIWT and 21% for VBCCS-LIWT algorithms.

In Table 3, we present the transition count and savings achieved on top
of LIWT scheme (which itself saves 55% transitions) for the three algorithms
proposed in Section 5. For the Algorithm 2, we calculate two numbers for savings
obtains (Column 4 and 5 in Table 3). These numbers denote the savings for the
non-base channels alone, and all three channels taken together. We make the
following observation out of this table.
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Fig. 3. Comparison of R,G,B channels

Table 3. Transition counts and Savings (in %) for our Schemes Vs LIWT

Name LIWT FBSCC-L VBCC-L VBCCS-L
Transition Saving Transition Saving Saving Transition Saving

4.1.01 561148 530379 5.483 510220 9.0756 13.981 482933 13.938
4.1.02 482850 438935 9.094 433364 10.248 15.695 406196 15.875
4.1.03 391362 313138 19.98 325127 16.924 24.754 299309 23.521
4.1.04 509808 445025 12.70 434832 14.706 21.326 415748 18.450
4.1.05 517568 483743 6.535 464281 10.295 15.399 437318 15.505
4.1.06 625735 593608 5.134 572335 8.5339 13.287 549140 12.24
4.1.07 317493 300000 5.509 285326 10.131 15.074 276109 13.034
4.1.08 364651 345764 5.179 328783 9.8362 14.547 319897 12.27
4.2.01 1685211 1564033 7.190 1554661 7.7468 11.072 1422997 15.559
4.2.04 2418165 2317500 4.162 2223288 8.0588 11.472 2073988 14.232
4.2.05 1954931 1715658 12.23 1649956 15.600 23.526 1605643 17.867

8.747 11.010 16.375 15.647
Average Average Average Average

1. Algorithm 1, which relies solely on values of Δ (and not δ), achieves a small
improvement (9̃%), over the LIWT scheme. This result is important in the
sense that it proves that using Δ is at least as important/effective, if not
more, as using δ for optimally exploiting correlation between the different
channels of an image.

2. Algorithm 2, which transmits codes for values of Δ or δ within range, with
the limitation that Red channel is always taken as the base channel(thus
Δg−r,i and Δb−r,i are computed for each pixel) achieves a saving for 16%
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for the non-base channels (Blue and Green). Taking into account the Red
channel (which because of being the base channel, does not contribute to
savings), we still manage to save around 11% transitions with respect to
pure LIWT.

3. Algorithm 3, which finds the middle value of Δr−g,i , Δg−b,i and Δb−r,i

and takes this the channel representing this value as the base channel, saves
around 15.5% transitions with respect to pure LIWT.

8 Conclusions

In this paper, we demonstrated that correlation between different channels of an
image traversing in a typical LCD application can be used at least as effectively as
the inter channel correlation, for minimizing transition count on the bus. Three
new algorithms were proposed to exploit this correlation and give up-to 23%
lesser transition counts. The work also analyzed the extra hardware overhead to
find out effectiveness of proposed algorithms. We observe that inter and intra
channel correlation are at least as good as each other, hence future work will be
to align these two correlations to gain further decrease in power on LCD buses.
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TFT LCD Displays,” CASES’02: International Conference on Compilers, Archi-
tectures and Synthesis for Embedded Systems, pp, 218–224, Dec. 2002.



Exploiting Cross-Channel Correlation 307

10. A. G. Weber, “USC-SIPI Image Database Version 5,” USC-SIPI Report #315,
Oct. 1997. sipi.usc.edu/services/database/Database.html.

11. W. Kowalsky et al., “OLED Matrix Displays: Technology and Fundamentals,”
International Conference on Polymers and Adhesives in Microelectronics and Pho-
tonics, pp. 20-28, 2001.

12. T. N. Ruckmongathan et al., “Binary Addressing Technique With Duty Cycle
Control for LCDs,” IEEE Transactions on Electron Devices, Vol. 52, NO. 3, March
2005

13. GIMP: ”The Gnu Image Manipulation Program”, www.gimp.org .



Closed-Form Bounds for Interconnect-Aware
Minimum-Delay Gate Sizing

Giorgos Dimitrakopoulos� and Dimitris Nikolos

Technology and Computer Architecture Laboratory
Computer Engineering and Informatics Dept.,

University of Patras, 26500 Patras, Greece
dimitrak@ceid.upatras.gr, nikolosd@cti.gr

Abstract. Early circuit performance estimation and easy-to-apply
methods for minimum-delay gate sizing are needed, in order to enhance
circuit’s performance and to increase designers’ productivity. In this pa-
per, we present a practical method to perform gate sizing, taking also
into account the contribution of fixed wiring loads. Closed-form bounds
are derived and a simple recursive procedure is developed that directly
calculate the gate sizes required to achieve minimum delay. The designer,
using the proposed method, can easily compare different implementations
of the same circuit and explore the energy-delay design space, including
in the analysis the effect of interconnect.

1 Introduction

The design of efficient digital circuits requires several decisions that need to
be made during the design cycle. One of the major tasks of the designer is
to choose the appropriate circuit topology and logic style, determine the sizes
of the resulting gates and add extra buffer stages when necessary. Due to the
increasing complexity of modern designs and the need for fast and low-power
operation, practical and easy-to-apply methods are needed to guide the designer
to the best implementation [1]. In this context, the method of Logical effort [2]
has been presented that allows the formulation of the gate sizing problem in a
simple and comprehensive way.

The problem of sizing simple paths of gates is well understood [3]. However,
in almost all cases, simple sizing rules do not suffice, since the effect of inter-
mediate wires should also be taken into account. Handling interconnect effects,
when sizing for minimum delay can be performed using sophisticated algorithms
or general optimization methods [4]. Such approaches, although solving the siz-
ing problem exactly, do not give the designer the intuition of how the optimal
solution was chosen and how performance will change, when choosing another
topology or changing the initial placement of the gates in layout. In order the
designer to be able to quickly identify which solution matches better the design’s
constraints, analytical results are needed that would approximate the optimal
� This work has been supported by D. Maritsas Graduate Scholarship of R.A.C.T.I.
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gate sizes including also the effect of interconnect. In high performance sys-
tems, a combined approach is followed. The circuit topology, the number of
stages and the logic style are chosen with custom design decisions, while after
final placement, a fine tuning step follows that globally optimizes the design
for a combined set of constraints [5]–[6]. We limit our discussion to small and
medium-sized wires, i.e., wires that scale [7]. Driving longer on-chip wires re-
quires, either the use of repeaters, or the use special signaling techniques [8].
In these cases, the corresponding driver and receiver circuits are designed sep-
arately from the modules they connect, and thus, they are not included in the
gate sizing procedure.

The problem of analytically approaching the optimal gate sizes, when con-
sidering intermediate interconnect capacitances, is considered hard to solve and
only a few solutions exist [9]–[10]. However, existing solutions have been derived
after making several simplifying assumptions and do not solve the problem in
the general case. In this paper, instead of trying to identify an exact solution,
we derive closed-form bounds of the gate sizes needed to achieve minimum de-
lay. The proposed bounds are tight enough that allow the approximation of the
exact optimal values with almost no loss of accuracy. Also, a simple recursive
procedure is developed that solves the problem for paths with multiple levels of
intermediate interconnect. The application of the proposed method is straight-
forward and can help in quickly identifying the optimal number of stages and
energy-delay efficient solutions.

The rest of the paper is organized as follows. Section 2 briefly describes
the logical effort delay model. Section 3 presents the basic formulation of the
proposed approach. In Section 4 the application of the proposed method in
selecting the optimal number of stages is described, while in Section 5 a recursive
procedure is given that handles gate sizing with multiple levels of interconnect.
Finally, conclusions are drawn in Section 6.

2 Gate Delay Model and Simple Path Sizing

Following the logical effort method [2], the delay of a gate is characterized by its
output load, its driving capability and its internal parasitic capacitance. These
parameters are modelled using the gate’s electrical effort h = Cout/Cin, its log-
ical effort g, and parasitic delay p, which are combined as d = τ( g · h + p ).
Constant τ is a technology specific parameter that is roughly equal to the de-
lay of unit-sized unloaded inverter. The product of logical and electrical effort
g · h is called the stage effort of the gate and it models the delay caused by the
gate current charging or discharging the load capacitance. The parasitic delay
models the delay needed to charge or discharge the gate’s internal parasitic ca-
pacitance. The delay model is a first-order approximation of gate’s delay yet it
is reasonably accurate [11]. In this paper a standard 0.18μm technology is used
for which τ ∼ 19ps and 1 FO4 inverter delay is roughly equal to 94ps, under
typical conditions and supply voltage of 1.8V.

According to the method of logical effort, a path of N gates achieves minimum
delay, when all gates of the path have equal stage effort f = (G · B · H)1/N .
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Fig. 1. Two inverter chains separated by fixed wire capacitance Cw

Variables G and B are the product of the logical effort and the branching effort
of the gates belonging to the path, and H is the ratio of the final stage loading
capacitance to the input capacitance of the first gate of the path. Branching
effort b of each gate represents the ratio of all off-path capacitances driven by
the gate, to the input capacitance of the following gate of the path.

When fixed off-path wiring capacitances exist in the path, the branching
effort of the gate driving the wire cannot be directly estimated [2]. For small
wires, the additional off-path loading capacitances can be safely ignored. How-
ever, in reality, the floorplan of the circuit imposes the connection of gates that
are placed several hundreds of μm apart. Exact analytical gate sizing under this
circumstances is efficiently solved by the proposed method.

3 Gate Sizing with Fixed Wiring Capacitance

At first, the proposed methodology will be presented for the case of two inverter
chains connected with a wire with capacitance Cw. In the following, the method
will be generalized to handle paths of arbitrary logic gates and multiple levels of
intermediate interconnect. The two chains of Fig. 1 consist of n inverters with
input capacitance wi, and k inverters with input capacitances xi, respectively.
The load capacitance CL and the maximum allowed input capacitance w1 of
the first inverter are considered constant. In many practical cases, the value of
the loading capacitance and the input capacitance of the path are not known in
advance. Therefore the designer should come up with some reasonable numbers.
The input capacitance of the first gate is best described by its maximum allowed
value. In this case, the inputs of circuit under consideration can be safely driven
without slowing down preceding paths.

Following the logical-effort delay model (ginv = 1, pinv = 1.08), the path
delay of the two inverter chains (normalized by τ) is equal to:

D =
w2

w1
+

w3

w2
+ · · ·+ Cw + x1

wn
+

x2

x1
+ · · ·+ CL

xk
+ (n + k)pinv

Taking the partial derivatives of D with respect to the input capacitances wi

and xi, and setting them equal to zero, it is derived that the delay is minimized
when equations (1) and (2) are satisfied.

f1 =
w2

w1
=

w3

w2
= · · · = Cw + x1

wn
⇒ f1 =

(
Cw + x1

w1

)1/n

(1)

f2 =
x1

wn
=

x2

x1
= · · · = CL

xk
⇒ f2 =

(
CL

x1

)1/k

(2)
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Variables f1 and f2 represent the stage efforts of the first and the second chain
of gates, respectively. Due to the fixed wire capacitance, the gates of the two
chains when sized for minimum delay need to have unequal stage efforts. The
goal is to find f1 and f2 that minimize the total path delay, since Dmin =
nf1 + kf2 + (n + k)pinv. From (1) and (2) two new equations are derived.

fn−1
1 (f1 − f2) = Cw/w1 (3)

fn−1
1 fk+1

2 = CL/w1 (4)

The solution of the two non-linear equations cannot be performed analytically.
However we will provide tight bounds on the optimal values of f1 and f2 that
allow the approximation of the exact values very accurately. Then, the optimal
input capacitances could be directly computed from the optimal stage efforts f1

and f2 given that wi = w1 · f i−1
1 and xi = CL/fk−i+1

2 .

3.1 Bounds of Stage Efforts

When the path of Fig. 1 is sized for minimum delay, then according to (3) the
optimal value of x1 is given by the solution of x

n(k+1)
1 = wk

1 Cn
L (Cw + x1)k(n−1).

The appropriate value of x1 strongly depends on the value of Cw. Increasing
Cw, also increases the resulting value of x1. This makes sense since the delay
optimization procedure tries to increase the value of x1 in order to make the
effect of the wire capacitance a small fraction of the total. Input capacitance
x1 assumes its minimum nominal value when Cw is equal to zero. Then, both
inverter chains form a single path and the problem is treated exactly the same
way as in logical effort, briefly described in Section 2. In this case the optimal
size of x1 is x1,min = w

k/n+k
1 ·Cn/n+k

L . Based on the definition of stage efforts f1

(Eq. (1)), for every other non-zero value of the wire capacitance Cw, the value
of f1 should be increased. In this way the last gate of the first chain can better
drive both Cw and x1. Therefore, the value of f1 should always be greater than
((Cw + x1,min)/w1)1/n. Defining XL and XW as,

XL = (CL/w1)n/n+k XW = Cw/w1 (5)

and by replacing the minimum value of x1, it follows that f1 > ( XW + XL )1/n.
According to (4), in order the delay to be minimized, every increase in f1 should
be followed by a proportional decrease of the stage effort of the second path.
Hence stage effort f2 is always less than

f2 < X
1/n
L ( 1 + XW /XL )(1−n)/n(k+1) (6)

We are interested in identifying more tight bounds for the stage efforts f1 and
f2. Bounding f1 suffices since the corresponding upper and the lower bounds
of f2 can be easily derived via (4). We will use equations (7) and (8), derived
from (3), (4), which express f1 as a function of f2 in two different ways.

f1 =
(

Cw/w1 + CL/(w1 · f2
k )
)1/n

(7)

f1 = f2 + (Cw/CL) f2
k+1 (8)
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Fig. 2. Optimal and estimated input capacitances of the second chain for various final
loads and wire capacitances. The path input capacitance is assumed to be 5fF. (a) The
case with three inverters in the first chain and one in the second. (b) The corresponding
case with three inverters before and after the wire

Replacing the maximum value of f2 (Eq. (6)) to (7) and after some algebraic
manipulations a tighter lower bound of f1 can be computed as

f1 > (XW + XL · δ )1/n
, where δ = ( 1 + XW / XL )k(n−1)/n(k+1) (9)

It can be observed that the lower bound of f1 has the same format as in the case
where the wire capacitance is ignored. The only difference is the multiplicative
term δ that increases the first lower bound closer to the optimal value. The
maximum value of f1 can be calculated via (9), (4) and (8), and is given by

f1 < XW ( XW + XL · δ )(1−n)/n + X
1/n
L ( δ + XW /XL )(1−n)/n(k+1) (10)

The equivalent tight bounds of f2 are derived by replacing in (4) the minimum
and the maximum value of f1.(

CL/(w1f1,min
n−1)

)1/(k+1)
< f2 <

(
CL/(w1f1,max

n−1)
)1/(k+1)

(11)

The proposed bounds of the stage efforts are very tight and the expected values
of f1 and f2 can be derived by computing the geometric mean of their minimum
and maximum value, i.e, the square root of the product of the two extreme
points, f∗

1 =
√

f1,minf1,max. Consider for example the case that n = 2, k = 1
and w1 = 10fF, Cw = 50fF, and CL = 100fF. Solving (3) and (4) numerically
it is derived that the minimum value of D is (8.28 + 3pinv)τ and it is achieved
when x1 = 57.2fF and the stage efforts f1 and f2 are equal to 3.27 and 1.74,
respectively. Following the proposed approach, at first we compute XL = 102/3 =
4.642, XW = 5, and δ = 1.2. Then from (9)–(11) the stage efforts f1 and f2 are
easily bounded to 3.252 < f1 < 3.291 and 1.743 < f2 < 1.754. Therefore,
the expected values of f1 and f2 are equal to 3.271 and 1.748, respectively. It is
evident that the derived stage efforts and the precomputed values match exactly.

The proposed solution is accurate irrespective of the values of the design
parameters. Figure 2 shows the value of the optimal input capacitance x1 for
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Fig. 3. (a) The delay and (b) the total input capacitance of an example path for various
values of stage effort f2. The path consists of three inverters in the first chain and one
in the second. The wire and the loading capacitance are 50 and 100fF, respectively

several configurations, derived both exactly (asterisk points) using MATLAB,
and using the proposed bounds (solid line). For both cases the maximum absolute
error is less than 0.8fF, which is negligible. Sizing for minimum delay in the
presence of intermediate wire capacitances leads to increased gate sizes. Several
energy efficient solutions can be derived with a very little loss in delay. The
proposed formulation can serve as an upper bound to the designer so as to
calculate how much he can stress the design gaining a few more picoseconds.

Fig. 3(a) illustrates the delay of an example path, when stage effort f2 is
independently increased up to 2× its minimal value. For each case, stage effort
f1 is recalculated since the input capacitance of the second chain is gradually
reduced. Each line of Fig. 3(a) refers to an input capacitance between 1fF and
the maximum allowed, that is 10fF. In all cases when varying f2 the delay loss
is negligible (almost flat lines). The form of the delay plots, proves that a wide
variety of stage efforts give delays close to the minimum. This is the reason why
simplified solutions to the problem of gate sizing with intermediate intercon-
nect [9]–[10] work well in most practical cases. However, even small differences
of the input capacitance used by the path negatively affect the delay. In Fig. 3(b)
the normalized sum of the input capacitances of all the gates of the circuit is
shown. It is evident that the gain in area and energy can be of more than 20%
when increasing f2 1.5× its minimum value. The corresponding delay loss is less
than 4%. From both figures we conclude that significant gains can be achieved
when varying the stage effort of the rear paths with almost no delay cost. In
contrast it is advantageous to use the maximum allowed input capacitance of
the path, since for smaller values the delay rapidly increases without offering
significant energy savings.

3.2 Extension to Arbitrary Logic Paths

Real circuits contain several types of logic gates, characterized by different values
of logical effort and parasitic delay. Also the gates’ output are additionally loaded



314 Giorgos Dimitrakopoulos and Dimitris Nikolos

g
11

g
21

g
1n

g
2k

Cw

... g
21

g
22

g
2k

...

C
L

b
11

b
1(n-1)

b
1n

b
21

b
2(k-1)

C
11

C
21

C
1n

C
21

C
22

C
2k

Fig. 4. A general logic path

via branching to other paths of the circuit. All these features of arbitrary logic
paths are well handled by the method of logical effort. The delay of a general
path with intermediate wire capacitance (see Fig. 4), can be expressed as

D = g11b11
C12

C11
+ g12b12

C13

C12
+ · · ·+ g1n

Cw + b1nC21

C1n
+ g21b21

C22

C21
+ · · ·+ g2k

CL

C2k

In order the delay of the path to be minimized, the stage efforts of the first and
the second chain of gates should satisfy the following equations.

fn−1
1 (f1−f2) = GA·BA·

CW

C11
and fn−1

1 fk+1
2 = (GA ·GB)·(BA·BB)· CL

C11
(12)

GA is the product of the logical efforts of the gates of first chain (up to the
intermediate wire) and GB the corresponding logical-effort product of the gates
of the second chain (after the wire capacitance). The branching efforts of the
two paths BA and BB are defined in a similar way. The new equations have the
same format as in the case of the two inverter chains (Eq. (3) and (4)). However,
the new terms on the right side of both equations contain also the products of
the logical and branching effort of each path, which resembles the definition of
path effort [2]. The main difference is that when wire capacitance is considered,
two separate definitions of the path effort are needed.

The bounds (9)–(11) can also provide the stage efforts f1 and f2 in the case
of a general logic path by substituting CL and Cw with their effective equivalents.
The effective wire and load capacitances Cw,eff and CL,eff are defined as

Cw,eff = Cw

n−1∏
i=1

(g1ib1i) and CL,eff = CL

n∏
i=1

(g1ib1i)
k∏

i=1

(g2ib2i) (13)

It should be noted that CL,eff contains the product of the logical and the branch-
ing efforts of all the gates from the source up to the end of the path, while Cw,eff

uses only the gates before the wiring capacitance, excluding the last one. In the
general case, in order to compute the input capacitances of the gates, besides
the computed stage efforts, the logical and branching effort of each gate should
be also taken into account [2].

4 Optimal Number of Stages

Having an accurate and easy-to-use method for deriving the optimal stage efforts,
the designer can easily and quickly decide the number of stages n and k that
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Fig. 5. Selecting the optimal number of stages

are better suited to drive both the wiring and the output load capacitance. It is
well known that the best number of stages for the simple chain of gates with no
intermediate interconnect capacitance is roughly equal to log4(G ·B ·CL/Cin).

When interconnect capacitances are included, it is difficult to derive a simple
metric that gives the optimal number of stages. Hence, we propose a simple
approach that uses only the derived bounds. Assume for example that Cin = 5fF,
Cw = 300fF and CL = 100fF. We would like to simply evaluate in terms of delay
the two alternatives shown in Fig. 5. For the first case the effective loading and
wiring capacitances are equal to Cw,eff = 300×gnand×4, CL,eff = 50×g2

nand×(4×
15), where in our technology gnand = 1.18 and pnand = 1.71. Therefore, using (9)–
(11) the expected stage efforts are equal to f1 = 7.75 and f2 = 3.03 and thus the
expected minimum delay, including parasitic delays, is 36τ . Following the same
procedure for the second case the expected minimum delay is 31.3τ (f1 = 3.66
and f2 = 2.1). Therefore with just a few value substitutions we conclude that
the second alternative, i.e., five stages in the first chain, is advantageous and
gives a 13% faster design. When dealing with large intermediate wire loads it is
better to add more stages before the wire load so as to minimize its effect.

5 Handling Multiple Levels of Interconnect

In cases that more than two logic paths are separated by fixed interconnect
capacitances, the optimal stage effort of each path can be computed using a
simple repetitive procedure. In practice, no more than three or four stages of
considerable intermediate wire capacitances exist before some form of latching
occurs to the outputs of the combinational logic. The proposed method aims in
closely approximating the required stage effort of the first chain of gates and
then recursively compute the efforts of the remaining gates so as delay to be
minimized. Consider for example the path shown in Fig 6. Differentiating the
delay of the path with respect to the input capacitances of the gates we get that

f1 (f1 − f2) =
CA

Cin
, f1f2 (f2 − f3) =

CB

Cin
, and f1f2f

2
3 =

CL

Cin
. (14)

Solving exactly the three non-linear equations gives that the minimum delay
equals to (12.45 + 3pinv)τ and the optimal stage efforts f1, f2, and f3 are equal
to 4.63, 2.47, and 0.72, respectively.
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Fig. 6. Steps of the recursive procedure that handles multiple levels of intermediate
interconnect

At first, we make the simplifying assumption that f1 = f2. The assumption
that the gates of the first and the second chain have the same effort can be
satisfied in two ways. The first one is to ignore the first wiring stage, i.e, CA is
zero [10]. As shown in Section 3, this approach clearly underestimates the input
capacitance of the gates closer to the end of the path. In the proposed method
we choose an alternative approach. Adding the two first equations of (14) and
setting stage effort f1 equal to f2 it is derived that f2

1 (f1− f3) = (CA + CB)/w1

and f2
1 f2

3 = CL/w1. The new equations can be translated to the equivalent
circuit shown in step 2 of Fig. 6, where the effect of the first wire is added to
the next level. The resulting path can be easily sized following the procedure
described in Section 3. Computing the bounds of f1 and f3 it is derived that for
minimum delay the input capacitance of the last stage should be y = 41fF.

Since we have one first approximation of the input capacitance of the last
stage we continue with step 3, where the loading capacitance is replaced by the
combined effect of CB and the value derived in the first step. Substituting the
new parameters to (9)–(11) we get that the input capacitance of the second chain
x should be equal to 57fF and the stage effort of the first chain is f1 = 4.628.

At this point we assume that the stage effort of the first chain has been
correctly approximated. In fact this is true in our example. Although this seems a
rough estimate, it is a valid assumption. According to the form of equations (14)
when increasing the stage effort of a chain closer to the input, the following
chains immediately require a smaller stage effort. In this way, when one chain
gets a near optimal value all the other stage efforts are simultaneously bounded
closer to their minimum values too. Continuing with our example, after fixing
the input capacitance of the second chain to 57fF, the remaining path needs to
be sized (step 4). The resulting stage efforts f2 and f3 are equal to 2.48 and
0.725 while the new input capacitance of the last chain equals y = 41.3fF. Since
the initial approximation of y ∼ 41fF is roughly equal to the final value, the
procedure stops since all stage efforts have converged closely to their minimum
values. It can be verified that the computed stage efforts are almost exact.

We have experimentally verified for 1000 randomly generated paths that only
one iteration suffices to predict the minimum delay of the circuit with no more
than 2% error. If the initial and the final approximation differ significantly one
more backward iteration is required to get the exact value. The new iteration
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should start with step 3, where the output load is increased by the new estimated
capacitance. In cases of more intermediate interconnect levels the recursive pro-
cedure works exactly the same way. In each step all preceding wiring capacitances
are added to the wiring capacitance closer to the output and new estimates are
computed until the stage effort of the first path converges to its optimal value.

6 Conclusions

A simple and accurate method for performing gate sizing with intermediate
fixed wire capacitances has been presented in this paper. Wiring characteristics
are predominant in very-deep submicron technologies, and their effects need to
be analyzed and solved early in the design cycle. Therefore, the designer can
truly benefit by the adoption of the proposed approach. The development of a
practical framework that would treat in a unified manner both wire resistance
and capacitance during gate sizing is a subject of ongoing research.
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Abstract. In this paper, we present a model, Internode, that unifies the
gate functional behavior and the dynamic one. It is based on a FSM that
represents the internal state of the gate depending on the electrical load
of its internal nodes allowing to consider aspects like input collisions
and internal power consumption. Also, we explain the importance of
internal power consumption (such effect occurs when an input transition
does not affect the output) in three different technologies (AMS 0.6 μm,
AMS 0.35 μm, and UMC 130 nm). This consumption becomes more
remarkable as technology advances yielding to underestimating up to
9.4% of global power consumption in the UMC 130 nm case. Finally, we
show how to optimize power estimation in the SCMOS NOR-2 gate by
applying Internode to modeling its consumption accurately.

1 Introduction

In the field of verification of digital VLSI systems, it is necessary not only to
verify the functional behavior but also the dynamic one, in order to guarantee
that the design fulfills frequency and power consumption specifications. The logic
level is the best one to carry out this process since, on the one hand, verification
at the lower level (transistor level) has a very high computational cost what lim-
its its application to very small systems and, on the other hand, verification at
the higher level (RTL, register transfer level) does not obtain the sufficient preci-
sion for checking the system dynamic behavior. However, in the logic simulation
area, the technology is advancing constantly. This advance influences remarkably
in the circuits dynamic behavior causing that: (a) new effects appear that have
been obviated due to their low importance in previous technologies, (b) changes
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appears in the behavior of the effects already considered, and (c) simulation pre-
cision get worse because the same absolute errors involve bigger relative errors
due to the frequency increase. Thus, in order to maintain/increase the precision
of logic simulators, it is necessary to adapt the modeling techniques to this ad-
vance taking into account each new aspect (e.g. low voltage [1], very large scale
integration [2], transition waveforms [3], and power consumption [4]). Also, we
must denote that these changes in the models behavior imply significant modifi-
cations on the simulation algorithms in most cases. Our work has focused on this
field by trying to deal with an essential problem that prevent logic simulation
from reaching optimal results. The processing that current simulators perform
on a gate separates the functional behavior from the dynamic one. This is not a
suitable point of view since each behavior type influences in the other one being
essential to unify both behaviors into a single model. This can be achieved by
considering that a gate can be in different states and that its dynamic behavior
depends not only on the input transitions (as usual) but also on the gate state.

The unification of the gate functional behavior and the dynamic one into a
single model makes an important headway in logic simulation. In an intuitive
way, this approach already starts to be applied when, for example, a different
temporal behavior is considered based on what input causes the gate output to
change. Nevertheless, it is necessary to develop a methodology that allows to re-
flect this aspect in a comprehensive and methodical way. In this way, we present a
new model (called Internode, internal node logic computational model [5]) which
is based on a finite state machine (FSM) that represents the internal state of the
gate depending on the electrical load of its internal nodes. Such model allows to
consider aspects unachievable from traditional models like input collisions and
internal power consumption, among others. Internal power consumption refers
to the consumption caused by any input transition. In traditional models only
power consumption when an output change exist is considered. Nevertheless, an
input transition causes power consumption always and, although this consump-
tion has been traditionally neglected, this effect becomes more important as the
integration scale increases. Thus, Internode is a meta-model that allows mod-
eling the gate behavior in a comprehensive and detailed way but, at the same
time, maintaining the simulation at the logic level.

In our first approach to the application of the Internode model, we have stud-
ied its usefulness in the estimation of the internal power consumption mentioned.
So, the organization of the paper is as follows: Sect. 2 shows the Internode model
basis; in Sect. 3 we analyze the need to consider internal power consumption in
logic simulation; Sect. 4 presents how Internode can be applied to the estima-
tion of this consumption as well as the usually considered one; and finally we
will finish with the main conclusions of this work.

2 Internode Model

The Internode model considers a FSM for the behavior of the gate. The specific
FSM depends on the gate structure and the number of states of the internal
and the output nodes. The model is based on the notation used in the Moore
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automata [6]. Also, the Internode model of a 1-input SCMOS gate is the same
as the functional one because such gates does not have internal nodes. So, in
this section, we are going to present the model for 2-input SCMOS gates.

In 2-input SCMOS gates, we always have two or more transistors in each
MOS-tree with one or more internal nodes. So, the corresponding Internode
model must consider the state of these internal node (charged or discharged) as
well as the output value. Let us consider, for example, the case of the NOR-2
gate (Fig. 1a). This gate has two transistors in serial mode in the PMOS-tree (P1

and P2) and one internal node. On the one hand, considering the output value
(Q2) and the internal node state (Q1), we have four possible cases producing
four states in our Internode model. On the other hand, in order to consider the
behavior of the gate, it is necessary to establish transitions between states due
to input changes. In Fig. 1b we show the Internode model for a 2-input NOR
gate (NOR-2).

            

(a)

            

(b)

            

(c)

Fig. 1. SCMOS structure for a NOR-2 gate (a), SCMOS NOR-2 Internode model (b),
and SCMOS NAND-2 Internode model (c)

Due to the gate structure, the state Q1Q2 = 01 is impossible to reach because,
if Q2 is charged (Q2 = 1), then it must be connected to VDD and it would imply
Q1 to be connected to VDD too (producing Q1 = 1 instead of Q1 = 0). Also,
the state Q1Q2 = 11 is reached only when the gate receives IN1IN2 = 00. The
input case IN1IN2 = 10 leads to state Q1Q2 = 00 always, and the input case
IN1IN2 = 01 leads to state Q1Q2 = 10. With this operation method we can
consider that each state has a characteristic input value. However, it is possible
to stay in states Q1Q2 = 00 or Q1Q2 = 10 receiving other input value (for
example, IN1IN2 = 11). In a similar way it is possible to get the Internode
model for the SCMOS NAND-2 gate (Fig. 1c).

When we compare the Internode model for 2-input SCMOS gates (Fig. 1b
and Fig. 1c) with the functional model for the same gates,we can observe that
the Internode model deals with the internal state of the gate much better than
the functional model. If we intend to apply a dynamic behavioral model, we can
reach a higher accuracy using the Internode model because it allows to consider
different situations that are considered to be the same in the functional model.
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Let us consider, for example, a delay model for the case of a NOR-2 gate. In the
functional model we have only one situation in which output raises: from state
Q2 = 0 to state Q2 = 1. However, this raise can be reached from two different
real states: internal node charged (state Q1Q2 = 10) or internal node discharged
(state Q1Q2 = 00). That is, in the Internode model we can consider different
delay models for these different situations, while in the functional model we have
to use the same delay model for them both.

2.1 Extension to N-Input SCMOS Gates

The presented model can be easily extended to SCMOS gates with more than
two inputs. In this section, we will extend it to N -input SCMOS gates. In order
to do this, in the easiest way, we are going to establish several behavioral rules
that we can apply to the implementation of the model. The rules are the next:

1. A node is only charged if and just if connected to VDD.
2. A node is only discharged if and just if connected to ground. Note that it

is impossible for a node to charge and discharge at the same time due to
the SCMOS structure (a node can not be connected to ground and VDD

simultaneously).
3. If there is a node (QA) disconnected from VDD, that previously has been

charged, and due to a new input configuration this node is connected to a
second one (QB), then we consider that the charge remains at the first node
(QA).

Note that in the case described by rule 3 actually the charge would be dis-
tributed in both nodes. However, the model performs correctly making the sup-
position of rule 3, and this rule is necessary in order to maintain the model in
a logic level. The two first rules imply that a new input in a gate (that is, to
model a gate with (N + 1)-input instead of an N -input one) only means a new
state in the FSM of the Internode model respect of the N -input case.

Keeping these rules in mind, we are going to study the N -input NOR and
NAND gates (NOR-N and NAND-N). As we are going to see, it is possible
to build an algorithm for the Internode model in order to establish the specific
model for each NOR/NAND gate. The algorithm is a more suitable represen-
tation of the model than the state diagram we have used for the 1-input and
2-input gates because, for the N -input case, the (N + 1)-state diagram is more
difficult to manipulate and understand. Also, the algorithm shows a possible
implementation of the Internode model in a logic-level tool. For the NOR-N
case, we can establish the next algorithm in order to estimate the new state for
a given gate (Fig. 2a):

1. Consider Q = (Q1, Q2, ..., QN) as the present state of the gate having Q1,
Q2, etc. as the internal nodes charge indicators and QN as the output charge
indicator (Q1 is the internal node nearest to VDD).

2. Consider IN = (IN1, IN2, ..., INN) as the present input configuration (IN1

is the input nearest to VDD).
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(a)

            

(b)

Fig. 2. Structures of a SCMOS NOR-N gate (a) and a SCMOS NAND-N gate (b)

3. Consider QP = (QP1, QP2, ..., QPN) as the future state of the gate.
4. Initially, assume QP = Q.
5. Analyze internal nodes from VDD to output node. If IN1 is 0 then transistor

P1 is in on-state and internal node Q1 is charged. So, if P1 is in on-state, we
study Q2: if IN2 is 0 then transistor P2 is in on-state and internal node Q2

is charged (because Q2 is connected to VDD through P1 and P2). While we
are charging nodes, we must continue until output node (QN ) is reached.

6. Analyze transistors in NMOS tree. If there is any transistor in on-state (name
it NJ) then output node (QN ) is discharged. So, if QN is discharged, we study
QN−1: if INN is 0 then transistor PN is in on-state and internal node QN−1

is discharged (because QN−1 is connected to ground through PN and NJ).
While we are discharging nodes, we must continue until Q1 is reached.

For the NAND-N case, we can establish a similar algorithm in order to
estimate the new state for a given gate (Fig. 2b):

1. Consider Q = (Q1, Q2, ..., QN) as the present state of the gate having Q1,
Q2, etc. as the internal nodes charge indicators and QN as the output charge
indicator (Q1 is the internal node nearest to ground).

2. Consider IN = (IN1, IN2, ..., INN) as the present input configuration (IN1

is the input nearest to ground).
3. Consider QP = (QP1, QP2, ..., QPN) as the future state of the gate.
4. Initially, assume QP = Q.
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5. Analyze internal nodes from ground to output node. If IN1 is 1 then tran-
sistor N1 is in on-state and internal node Q1 is discharged. So, if N1 is in
on-state, we study Q2: if IN2 is 1 then transistor N2 is in on-state and in-
ternal node Q2 is discharged (because Q2 is connected to ground through
N1 and N2). While we are discharging nodes, we must continue until output
node (QN ) is reached.

6. Analyze transistors in PMOS tree. If there is any transistor in on-state (name
it PJ ) then output node (QN ) is charged. So, if QN is charged, we study
QN−1: if INN is 1 then transistor NN is in on-state and internal node QN−1

is charged (because QN−1 is connected to VDD through NN and PJ ). While
we are charging nodes, we must continue until Q1 is reached.

We must observe that the order of the algorithm is N . For this reason, the
inclusion of a new transistor in the gate (a gate with one more input) produces
only one more iteration in the estimation of the future state of the gate. So,
from the computational point of view, the usage of the Internode model in a
logic-level tool has the same performance than the functional model. Also, as
the domain of the presented function is finite, we can use a look-up table to store
the precalculated future states for all the situations the gate can reach. In this
case, the order will be reduced to a unit at simulation time.

Internode can be applied to those processes whose results can be improved
by considering the internal state of the gate, such as internal power consumption
estimation. On next sections, we show the need to include this consumption into
the global estimation process in a SCMOS gate and how to employ Internode to
achieve this.

3 Importance of Internal Power Consumption

In the process of power consumption estimation, it is usual to consider only those
cases in which output changes. However, as technology advances, the power con-
sumption produced by any input change (although it not affects the output)
becomes more relevant. On the next, we will use three different terms referring
to the different types of consumption: (1) internal power consumption (produced
by an input change that does not affects the output), (2) external power con-
sumption (the traditionally considered one, produced when the output changes
its value), and (3) global power consumption (the sum of them both).

In order to approach this effect in a theoretical way, let us consider the
SCMOS structure for a NOR-2 gate (Fig. 1a). For our explanation, it is necessary
to take into account a parasitic capacitance, CY , at node Y (between the two
transistors in the PMOS-tree). Assuming this, we are going to analyze the gate
behavior under a specific input sequence. Firstly, IN1 is at high-level and IN2

is at low-level having transistor P1 in off-state and transistor P2 in on-state
(Fig. 3). This situation allows CY to discharge through N1. Now, if we raise
IN2 input we will cause P2 to enter in off-state (step 1), and then, we put IN1

at low-level causing P1 to enter in on-state (step 2). As P1 is in on-state, the
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parasitic capacitance CY is charged; generating a power consumption. Next, we
return IN1 to high-level entering P1 in off-state (step 3). And finally, we put
IN2 at low-level causing P2 to enter in on-state (step 4). In this situation, as
N1 transistor is in on-state, the accumulated charge in CY is evacuated towards
ground through P2 and N1 and we lose this energy.

Fig. 3. Firstly, IN1 is at high-level and IN2 is at low-level having transistor P1 in
off-state and transistor P2 in on-state

Although this can appear as an unlikely case, simulations show that, due
to such effects, internal power consumption becomes a significant aspect. In
Fig. 4, we show power consumption in a NOR-2 SCMOS gate for three different
technologies (AMS 0.6 μm, AMS 0.35 μm, and UMC 130 nm). Actually, the
input signals pass through a pair of gates in order to drive the gate under study
with realistic curves. Simulations are grouped in two cases. In the first one (case
A), we have performed a simulation that covers the half of all the possible input
transitions in a 2-input gate. In the second one (case B), we cover the other half
by interchanging the input curves. As we can observe, power consumption in
such conditions reaches important peaks, up to 1.4 mW, 350 μW, and 36 μW
(depending on the technology).

In order to study the extension of this aspect, we have carried out this analysis
for NOR-2 and NAND-2 gates in the three technologies mentioned. The results
obtained are shown in Table 1 and Table 2. Simulations show that, if we neglect
the internal consumption, we are underestimating about 4.8%-9.4% of global
power consumption. So, integrating this consumption estimation in the gate
simulation necessarily leads to an important improvement in results precision.

4 Application of Internode
to Internal Power Consumption Estimation

Internode can be applied to global power consumption estimation in a very
easy way, including both internal and external consumption. This can be done
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Fig. 4. Power consumption in a SCMOS NOR-2 gate for technologies (AMS 0.6 μm,
AMS 0.35 μm, and UMC 130 nm)
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Table 1. Power consumption in SCMOS NOR-2 and NAND-2 gates in different tech-
nologies distinguishing between internal and external consumption. Results for both
cases of study (A and B) are presented

Technology Consumption NOR-2(A) NOR-2(B) NAND-2(A) NAND-2(B)

AMS 0.6 μm Int./Ext. (μJ) 14.3/203.2 15.4/203.5 2.4/46.6 2.3/46.7
AMS 0.35 μm Int./Ext. (μJ) 2.5/31.7 2.5/31.8 0.7/13.9 0.7/13.9
UMC 130 nm Int./Ext. (nJ) 101.4/1039.0 113.7/1037.0 35.9/504.4 31.7/505.8

Table 2. Percentage covered by internal power consumption compared to global power
consumption for each gate and technology. Results are calculated by adding both cases
(A and B) data

Gate AMS 0.6 μm AMS 0.35 μm UMC 130 nm

NOR-2 6.8% 7.3% 9.4%
NAND-2 4.8% 4.8% 6.3%

because Internode considers the internal state of the gate and, so on, includes
all the possible input transition cases.

Thus, in order to apply Internode to global power estimation, it is only
necessary to choose a suited power model and characterize it for all the cases.
Authors have developed a lot of accurate models that suit this task [7–10] but,
however, for this explanation it is better to consider the simplest one in order to
avoid unnecessary complications because our main interest here is to show how
to use Internode for these tasks independently of the model used. The model we
are going to use is very simple: energy consumption for each transition is a fixed
amount equal to the one obtained by simulation.

Let us consider, for example, the NOR-2 case in UMC 130 nm technology.
In order to apply Internode to this task, we need to obtain energy consump-
tion in the gate for each transition of its Internode model (Fig. 1b). However,
simulations already presented are not sufficient because they cover all cases of
input transitions but they do not distinguish the gate state in what these tran-
sitions occur. Thus, we need to perform a specific simulation that produces all
Internode transitions measuring energy consumption for each one. In Table 3,
the Internode look-up table corresponding to a SCMOS NOR-2 gate is presented
by indicating the final state that the gate reaches from a given initial state and
input values. In Table 4, we show the data obtained. Each cell of this table
presents the energy consumption measured for a specific gate state and input
values.

It is important to denote that the inclusion of such model in logic simulators
improves remarkably their precision for two reasons. On the one hand, traditional
models do not consider a important amount of transition cases that correspond
to internal consumption effects (marked as i in Table 3). On the other hand,
these models consider only the input behavior and they do not take into account
the initial gate state. Thus, such models deal with some transitions as being the
same increasing the estimation error: all cases in which output raises (marked as
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Table 3. Internode look-up table for the SCMOS NOR-2 gate. Final state is shown
depending on the initial gate state and the input values. Cases are marked follow-
ing these criteria: internal consumption cases (i), raising output cases (r), and falling
output cases (f). (State q2q1 = 10 is impossible to reach)

in1 in2
q2 q1 0 0 0 1 1 1 1 0

0 0 | 1 1r | 0 1i | 0 0i | 0 0i

0 1 | 1 1r | 0 1i | 0 1i | 0 0i

1 1 | 1 1i | 0 1f | 0 1f | 0 0f

Q2 Q1

Table 4. Energy consumption measured in a SCMOS NOR-2 gate (UMC 130 nm
technology) for all possible transitions of its Internode model. (State q2q1 = 10 is
impossible to reach)

in1 in2
q2 q1 0 0 0 1 1 1 1 0

0 0 | -3.954 fJ | -0.6856 fJ | 1.029 fJ | -0.001 fJ
0 1 | -5.154 fJ | -0.0128 fJ | 0.259 fJ | -1.530 fJ
1 1 | -0.271 fJ | -0.2653 fJ | 0.830 fJ | 0.199 fJ

r in Table 3) are modeled in the same way by traditional models and all cases in
which output falls (marked as f in Table 3) are considered to be the same too.

Also, we are sure that the importance of internal power consumption will
increase in gates with more than two inputs, because these gates contains more
internal nodes than the presented ones. So, the inclusion of Internode in logic
simulators becomes a very suited technique in order to maintain/improve their
precision while technology advances.

5 Conclusions

The unification of the gate functional behavior and the dynamic one into a
single model makes an important headway in logic simulation. In this way, we
have presented a model (Internode) based on a FSM that represents the internal
state of the gate depending on the electrical load of its internal nodes. Such
model allows to consider aspects unachievable from traditional approaches like
input collisions and internal power consumption, among others.

We have detailed the corresponding Internode model for SCMOS NOR-N
and NAND-N gates showing that, from the computational point of view, its
usage in a logic-level tool has the same performance than a functional model.
Even, by using a look-up table (e.g. Table 3), its order can be reduced to a unit
at simulation time.

We have explained the impact of not considering internal power consumption
in logic simulators by measuring it in three different technologies (AMS 0.6 μm,
AMS 0.35 μm, and UMC 130 nm). This effect becomes more remarkable as
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technology advances yielding to underestimating up to 9.4% of global power
consumption in the UMC 130 nm case. Also, we are sure that internal power
consumption will become more important in bigger gates (more than two inputs)
because they contain more internal nodes.

Finally, we have show how to apply Internode to power estimation in the
SCMOS NOR-2 gate by detailing the corresponding look-up tables for both
transition and power consumption behaviors. Also, we have explained the main
advantages of our approach because it considers all possible cases and does not
confuse them into groups improving logic simulation results remarkably.
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Statistical_Critical_Path_Analysis (path_set, mode, PT) {  
    Block_Based_SSTA(); 
    if(mode==Monte Carlo) { 
        generate_random_vectors(); 
    }  
    While(path_set!=NULL && total_probability<PT) { 
        pick_next_path();  
        get_all_conditions(); 
        prob=get_criticality(mode); 
        total_probability+=prob;  
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Abstract. This paper presents a design automation tool for the gener-
ation of sensor interfaces for low-power applications. The tool combines
design reuse of known low-power circuits and an efficient optimization
algorithm to generate circuits adapted to specific applications. The part
of the tool that generates signal filters is described, and the optimiza-
tion algorithm is compared to other possible optimization methods. Two
filters are designed using the tool. Simulation results are compared to
existing filters. These results indicate that the filter tool has the desired
functionality.

1 Introduction

The increasing role of “ambient intelligence” [1] [2] is creating new challenges in
the design of electronic systems. One challenge is the severe limitation of power
consumption, imposed by the need for portable, lightweight devices. A large
number of these devices will operate at a few hundred micro-watts [3] [4], a con-
straint that traditionally necessitates full-custom designs. However, design times
need to be as short as possible to allow companies to quickly react to changing
market demands, which means the design should be automated. Design automa-
tion ensures a short design time and correct functionality, eliminating costly
redesign and manufacturing reruns, but usually at the expense of the overall
performance. This problem can be overcome by using well known, performant
circuits and adapting these to new applications.

A tool is presented that will generate the sensor interface in ambient intelli-
gent devices. This tool uses mostly existing circuits, although new circuits can
be added, and optimizes these for use in for low-power devices. One part of the
tool is a program that generates the optimized circuits for the main subblocks
of the sensor interface, such as filters, amplifiers and analog to digital converters
(ADCs). This optimization is carried out at two levels, the transistor level and
the higher system level. The second part of the tool allows a designer to add
new circuits for any type of subblock, along with extra information to improve
the optimization process.

In section 2 of this paper, an overview is given of filter module of the interface
generation tool. In section 3, the algorithm used in the optimization process
is described and compared to other possible algorithms. Design examples and
results are presented in section 4, and a general conclusion is in section 5.

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 374–381, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 The Interface Tool

The tool for generating the sensor interfaces consists of different modules, one
for every building block in a typical sensor interface : an amplifier, a filter and
an ADC. Every component will be implemented using known low-power circuits
that are optimized for specific applications. The filter module is currently fully
developed and will now be described.

2.1 The Filter Module

The filter tool consists of two parts : the first one optimizes individual compo-
nents out of which the filter is created, the second one builds the actual filter.
Typical examples of components that require optimization are transconductors
in an active-GmC topology or the opamps in switched capacitor (SC) filters.

The first part is illustrated in Fig. 1. It uses standard Spice optimization rou-
tines for circuit sizing, however Spice is placed in a loop to provide more control
over the optimization process. The algorithm used in this loop is described in
section 3. First the specifications for the filter are transformed in specifications
for the components. In an active-GmC implementation these new specifications
include e.g. transconductor bandwidth and dc gain. These specifications are
combined with the predefined (but not optimized) component circuits of the
tool and optimized by the Spice optimizer. The result is verified and depending
on the outcome of this verification step, the component will either be accepted
and used to design the actual filter, or rejected. If it is rejected, which means
that not all specifications are met, the starting values of the circuit parameters
will be changed. Parameters include transistor sizes, capacitor values and bias
currents and voltages. The modifications of the parameter values are made using
a combination of straightforward optimization techniques and expert knowledge
present in the tool or added by the designer.

A separate module of the filter tool allows the definition of new components.
Using this module, all optimization constraints are set; these include minimum

Fig. 1. Spice working in a controlled loop for component optimization
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and maximum values for circuit parameters, but also a fixed ratio between vari-
ables (e.g. fixed transistor width/length ratios) or the desired operating region of
a transistor. It is not necessary to add these constraints, but optimization speed
is increased as more circuit knowledge is added by the designer. Along with the
main circuit (e.g. a transconductor circuit in an active-GmC implementation),
auxiliary circuits (e.g. a frequency tuning circuit or a common-mode feedback
circuit (CMFB)) can be added. The filter tool optimizes both main circuit and
auxiliary circuits and integrates all circuits in the complete filter system.

The second part of the filter tool performs the generation of the filter itself
(see Fig. 2). First a filter structure is chosen : this is a combination of a specific
approximation (Butterworth, Chebyshev or Bessel) and a certain implementa-
tion (biquad cascade or active RLC simulation). Then the filter is generated
(order and component values are determined), followed by a simulation and
evaluation of the results. Depending on whether the filter meets the required
specifications, it is either accepted or adapted and resimulated to make it meet
the specifications. In the next step, all information concerning the filter’s perfor-
mance is collected and reported, so the designer can compare different structures.
When all structures have been tested, the filters that meet the required specifi-
cations are sorted according to power consumption. By default the one with the
lowest power consumption will be selected as the best solution, but the designer
can override this automatic choice.

Fig. 2. Generation of the complete filter

2.2 Implementation of the Filter

The filters are implemented as active-GmC filters. Advantages of this implemen-
tation are the signal frequency range, the low power consumption and typically
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lower noise compared to SC filters. A disadvantage is the need for a tuning cir-
cuit to achieve good accuracy. Filters are build as cascaded biquads or as active
simulations of RLC ladder filters.

To maximize flexibility, different transconductors are provided, each one per-
forming better in a certain range of frequencies. The transconductor in Fig. 3
[5] is based on the pseudodifferential VGSVDS-type four-quadrant multiplier [6].
This transconductor can be used when very low frequencies are required, as in
biomedical applications.

Fig. 3. Four-quadrant multiplier based transconductor, for very low frequencies

Figure 4 shows another transconductor [7], which has a higher Gm value and
bandwidth, making it useful for filters operating at frequencies in the kHz range.
It uses source degeneration to set the transconductance value. Both this and the
previous transconductor consume very little power, in the order of a few μW.

Fig. 4. Linearized transconductor using source degeneration, for low frequencies

The last transconductor, Fig. 5 [8], has the highest bandwidth, due to the
absence of internal nodes. The transconductor is based on the CMOS inverter
and is ideal for filters with a higher center frequency (MHz range).

The filter tool supports established filter prototypes (Butterworth, Cheby-
shev and Bessel). It calculates the filter order for a given specification and gener-
ates the circuit netlist. The circuit is simulated and parameters are automatically
extracted to determine if the filter meets the specifications. These parameters
include the center or cutoff frequency, the stopband attenuation, the harmonic
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Fig. 5. Inverter based transconductor, for high frequencies

distortion and the total capacitance (area). If specifications are met, the filter is
accepted, otherwise there are different options, e.g. if the stopband attenuation
is too small, a higher order filter can solve this problem; however, if the problem
is a too low SNR, the components themselves need to be redesigned. In this
case, the first part of the module is reactivated with more severe specifications,
e.g. higher dc gain or larger bandwidth.

2.3 Integration of the Different Modules

On a higher level, research is being done to optimize the integration of the differ-
ent subblocks of the system. During the optimization process of the individual
components, information is recorded to better adapt these subblocks to each
other. One example of this process is the gain of the amplifier : this gain can
actually be spread over the amplifier and the filter. E.g. in a ladder filter imple-
mented with transconductors, 10 dB extra gain is easily attained by increasing
the number of parallel input transconductors. This gain can be used to ease the
requirements on the amplifier at the expense of a slightly higher power consump-
tion in the filter. The downside of this technique is the increased distortion in
the filter when the gain becomes too large. An iterative optimization algorithm,
much like the algorithm used for the optimization of individual components
(which is described in section 3), is used to find out the configuration for the
individual components that minimizes the overall power consumption.

3 The Optimization Algorithm

There is a large variety of optimization methods and algorithms available. The
first choice that must be made when choosing an appropriate optimization
method, is whether an equation-based or a simulation-based approach is used.
These methods will now be compared.

Equation-based optimization. This is the fastest method since it doesn’t need
Spice-like simulations that demand much processor power. Instead, it relies on a
set of equations that describe the circuit that is optimized. These equations are
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usually derived manually by the designer. This approach benefits from the knowl-
edge of the designer who provides the equations. Furthermore, these equations
are usually well suited for use in an advanced optimization algorithm, making it
possible to find an optimal circuit in a relatively short time. The disadvantage of
this approach is a lack of flexibility and the necessity to have a full set of equa-
tions to describe the circuit that needs optimizing. This lack of flexibility hinders
design reuse. A circuit that was developed ten years ago may not be described
accurately by the same equations now as it was then, due to the differences in
technology. This is certainly a concern when deep-submicron technologies are
considered. A designer therefore has to provide equations for every new circuit
and also for most existing circuits whenever a new technology is used. Deriving
these equations is not a trivial task and may be too time-consuming in many ap-
plications. The accuracy of these equations is also a concern : the final optimized
circuit is only as good as the equations used in the optimization process.

Simulation-based optimization. This approach relies on direct simulation of the
circuit that is optimized. The simulator used is usually some variant of Spice
that is placed in a loop. This approach is naturally much slower than equation-
based optimization, but has few other disadvantages. It is as accurate as the
simulator used and it is very flexible, requiring little or no knowledge at all of
the circuit. Therefore it is very easy to set up the optimization process for any
given circuit. Furthermore, the long simulation times are not a real problem
anymore with the current computers’s processing power. However, even with
the increased processing power, not every optimization algorithm is suited to
the simulation-based optimization. This is discussed next.

The standard optimization routines in Spice variants like Eldo or HSpice
are in most cases not powerful enough to optimize a somewhat larger circuit.
Therefore, these optimizations are placed in a loop and between successive simu-
lations the circuit parameters are adapted, which means that the next simulation
is started with initial conditions that are sufficiently different from the previous
initial conditions. These adaptions depend on the outcome of the simulations,
as well as on the algorithm used to make the adaptions. Different types of algo-
rithms exist : there are blind optimization methods and heuristically informed
methods, and algorithms that provide the best possible solution or simply any
acceptable solution.

Blind methods will simply adapt parameter values until a solution has been
found or all possible combinations of parameter values have been tried by the
simulator optimization routines. Eventually this method can be used to find the
best possible solution. In that case, all combinations have to be tried even after
a solution has been found. For the problem at hand, blind methods are clearly
useless. Even in a very small circuit, there are too many parameters that can
have too many values to explore all possible combinations.

Heuristically informed methods use a certain plan to speed up the optimiza-
tion. The method used in the tool presented in this paper is parameter-oriented
hill climbing, a method in which a parameter is changed in different ways, after
which the effect is observed. When the parameter has been adapted in all pos-
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sible ways, the change that improved the the circuit’s performance the most is
retained. E.g. a transistor’s length could first be decreased and then increased,
after which simulation results corresponding to these changes are compared with
each other and with the original simulation (before the changes were made). De-
pending on the outcome, it can then e.g. be decided that this parameter needs to
be increased for best results. This process is repeated for every parameter until a
set of ‘best evolutions’ for all parameters has been extracted. Once this is done,
the real optimization process is started, in which all parameters are continually
adapted according to this set. This algorithm will stop when an acceptable solu-
tion is found, not necessarily the best solution. Other heuristic methods do find
the best solution, but they are not suited to this type of optimization problem.
Even with the current available processing power, the simulation-based opti-
mization takes too much time if too many combinations of parameter values
need to be examined. The proposed method achieves good results in a limited
time.

4 Results

For demonstration purposes, two filters have been created with the tool : a
lowpass filter with a cutoff frequency of 4.4 kHz which may be used in audio
communication applications and a bandpass filter with a center frequency of
3MHz and a bandwidth of 0.5MHz. The aim was to keep the total distortion
under 1% (-40 dB). Both filters have been simulated in a 0.35μm technology.
The filters are compared to those published in [7] and [8]. Table 1 shows the
characteristics of these filters; the results indicate that the filter tool generates
filters that closely match the given specifications. For both filters, a CMFB
circuit was automatically generated; the lowpass filter also contains a separate
biasing circuit.

5 Conclusions

A tool has been presented to automate the design of sensor interfaces for low-
power applications. The main focus was on the module that generates filters
for these interfaces. Instead of designing a filter from scratch, known low-power

Table 1. Performance of the simulated filters

Parameter Value LPF Value [7] Value BPF Value [8]

VDD 2.5 V 3V 2.5V 2.5 V
Power dissipation 21.5 μW 54μW 3.8mW 4mW
Cutoff frequency 4.48 kHz — — 22, MHz
Center frequency — 5.57 kHz 3.06, MHz —
3 dB Passband — 1.52 kHz 0.48 MHz —
Order 4th 6th 6th 3th
THD ( VPP = 0.5 V) -41 dB — -42 dB —
Optimization time 2.5 hrs — 0.5 hrs —
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circuits are adapted to the new application. The designer only needs to give
the functional specifications, whereafter an optimized filter is generated. This
tool allows comparison of multiple filter structures and technologies, is fully cus-
tomizable and guarantees a low-power solution that meets given specifications.
After optimization of the individual components, a higher level optimization rou-
tine attempts to find the ideal combination of low level components, to further
decrease power consumption.

To demonstrate the working of the tool, two filters have been designed. These
filters incorporate a CMFB circuit. One filter has a cutoff frequency of 4.5 kHz
and consumes 21.5 μW, the other has a center frequency of 3.1 MHz while
consuming 3.8 mW. Both filters meet the required specifications.
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6. Gunhee Han, Edgar Sànchez-Sinencio, “CMOS transconductance multipliers - a
tutorial”, IEEE Trans. Circuits Syst. II, vol. 45, pp. 1550-1562, December 1998
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Abstract. Embedded hard real-time systems have stringent timing con-
straints that must be satisfied for the correct functioning of the sys-
tem. Additionally, there are systems where energy is another constraint
that must also be satisfied. In order to satisfy such requirements, a pre-
runtime scheduling is presented to find a feasible schedule satisfying
both constraints. The proposed approach uses state space exploration
for finding feasible schedules taking into account timing and energy con-
straints. The main problem with such method is the space size, which
can grow exponentially. This paper shows how to minimize this problem,
and presents a depth-first search method on a timed labeled transition
system derived from the time Petri net model. EZPetri is an Eclipse per-
spective for Petri nets based on PNML. It provides facilities for integrat-
ing Petri net applications and existing Petri net tools. In this paper we
demonstrate how the plug-in technology of Eclipse was employed to inte-
grate the pre-runtime scheduling synthesis framework with the EZPetri
environment. In order to depict the practical usability of the proposed
approach, a pulse-oximeter case study is adopted to show how to find a
feasible schedule.

1 Introduction

Embedded hard real-time systems are dedicated computer applications having
to satisfy stringent timing constraints. In many cases, energy is another con-
straint to be considered. Scheduling plays an important role for meeting these
requirements. There are two general approaches for scheduling tasks: runtime
and pre-runtime scheduling. In runtime scheduling, the schedule is computed on-
line as tasks arrive, using a priority-driven approach. However, there are cases
where this approach may constrain the possibility of finding a feasible schedule,
even if such schedule exists [11, 12]. On the other hand, pre-runtime schedulers
compute schedules entirely off-line. This paper adopts the pre-runtime schedul-
ing approach. Such an approach makes the execution predictable, reduces the

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 382–392, 2005.
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context switching, and excludes the need for complex operating systems. Due
to the use of arbitrary precedence and exclusion relations, predictability is an
important matter in safety-critical systems. In accordance with [12], pre-runtime
scheduling is often the only means of providing predictability in complex sys-
tems.

This work adopts state space exploration, since it presents a complete auto-
matic strategy for verifying finite-state systems [5]. In spite of the fact that a
scheduling can be found using this strategy, this may be limited by the excessive
size of its state space. The proposed approach tackles this problem by applying
techniques for state space reduction, and a depth-first search algorithm.

EZPetri [1] is an Eclipse-based [7] environment for integrating existing Petri
net tools and applications. The integration is made using a standard XML for-
mat, namely, PNML [14]. In order to provide an easy-to-use tool, the pre-runtime
scheduler is integrated with the EZPetri environment. The specification of tasks
is performed through a graphical interface. The energy consumption and timing
diagram are rendered and presented to the user. Details about Petri nets and
the other technologies behind the pre-runtime scheduler are transparent to the
EZPetri user.

2 Related Work

The issue of energy constraints in real-time systems has been extensively studied
and reported in the literature. In [13], Wang presents an algorithm that finds
a schedule with optimized real-time performance and energy consumption. It
adopts a runtime scheduling approach and only soft timing constraint is con-
sidered. The algorithm does not support preemption and inter-task relations.
AlEnawy and Aydin [3] introduce static (pre-runtime) and dynamic (runtime)
scheduling mechanisms for deal with energy-constrained scheduling. The pro-
posed approach does not guarantee that all tasks will be executed, but only
selected tasks with high priority. Preemption is supported, but inter-task rela-
tions are not taken in account.

Xu and Parnas [11] present a branch-and-bound algorithm that finds an
optimal pre-runtime schedule on a single processor for real-time process segments
with release, deadlines, and arbitrary exclusion and precedence relations. Despite
the importance of their work, it does not present real-world experimental results
and does not consider energy constraint.

Several works (e.g. [11]) models the scheduling problem, whilst our work mod-
els the tasks of a system and searches for a feasible schedule. Thus, these works
may have better performance in some situations. Nevertheless, time efficiency is
not a critical concern when con- sidering schedules computed off-line. Moreover,
our so- lution may generate timely and predictable scheduled code [4], which
is difficult in the mechanism adopted, for instance, in [11]. Another interesting
feature of our approach is that the use of Petri net analysis techniques allows
one to check several system properties. Most works (e.g. UPPAAL [6]) deal with
runtime scheduling approaches. However, as presented before, this approach may
not be able to find a feasible schedule, even if such schedule exists.
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3 Computational Model: Syntax and Semantics

The computational model syntax is given by a time Petri net [8], which is a Petri
net extended with time, and its semantics is given by its time labeled transition
system. A time Petri net (TPN) is a bipartite directed graph represented by
a tuple P= (P, T, F, W, m0, I). P (places), and T (transitions) are two types of
nodes. The edges are represented by F ⊆ (P×T )∪(T×P ). W : F → N represents
the weight of the edges. A TPN marking mi is a vector mi ∈ N

|P |, and m0 is the
initial marking. I : T → N× N, represents the timing constraints, where I(t) =
(EFT (t), LFT (t)) ∀t ∈ T . A time Petri net extended with power constraints is
represented by Pv= (P ,V). P is the underlying TPN, and V : T ↪→ R

+ is a
partial function that assigns transitions with power consumption values. Note
that some transitions may not have any associated power consumption value.
ET (mi) is a set of enabled transitions in marking mi. Let M be the set of all
reachable markings of P . C ∈ N

|ET (M)| is a clock vector, which represents the
time elapsed since the respective transition enabling. In order to facilitate the
TPN’s analysis, it is defined the dynamic firing interval (ID(t) = (DLB, DUB),
where DLB(t) = max(0, EFT (t) − c(t)) and DUB(t) = LFT (t) − c(t). ID(t)
is dynamically modified whenever the respective clock variable is incremented,
and t does not fire.

The set of states S of P is given by S ⊆ (M ×N
|ET (M)|×N), that is, a single

state is defined by a tuple (m, c, v), where m is a marking, c is its respective
clock vector for ET (m), and v is the accumulated power consumption up to this
state. The initial state is s0 = (m0, c0, v0), where c0(t) = 0 ∀t ∈ ET (m0), and
v0 = 0. FT (s, vmax) is the set of firable transitions at state s defined by:
FT (s, vmax) = {ti ∈ ET (m)|DLB(ti) ≤ min(DUB(tk)) ∧ v ≤ vmax ∀tk ∈
ET (m)}, where FT ⊆ ET ⊆ T , and vmax is the power constraint. The firing do-
main for t at a specific state s, is defined by: FDs(t) = [DLB(t), min (DUB(tk))],
∀tk ∈ ET (m).

The semantics of a TPN P is defined by associating a TLTS LP= (S, Σ,→,
s0) such that: (i) S is a finite set of discrete states of P ; (ii) Σ ⊆ (T × N) is
an alphabet of labels representing activities. The labels are (t, θ) corresponding
to the firing of a firable transition (t) at a specific time value (θ) in the firing
interval FD(s), ∀s ∈ S; (iii) → ⊆ S ×Σ × S is the transition relation; and (iv)
s0 is the initial state of P .

Let LP be a TLTS derived from a time Petri net P , and si = (mi, ci, vi) a
reachable state. sj =fire(si, (t, θ)) denotes that firing a transition t at time θ
from the state si, a new state sj = (mj , cj , vj) is reached, such that:
(i) ∀p ∈ P, mj(p) = mi(p)−W (p, t) + W (t, p);

(ii) vj = vi + V(t);

(iii)∀tk ∈ ET (mj), Cj(tk) =

{0, if(tk = t)
0, if(tk ∈ ET (mj)− ET (mi))
Ci(tk) + θ, else

.

The firing of a transition ti, at a specific time θi in the state (si−1) defines
the next state (si).
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Let LP be a TLTS of a TPN P , where s0 its initial state, sn = (mn, cn, vn) a

final state, and mn = MF , which is the desired final marking. s0
(t1,θ1)−→ s1

(t2,θ2)−→
s2 − − → sn−1

(tn,θn)−→ sn is defined as a feasible firing schedule, where si =
fire(si−1, (ti, θi)), i > 0, if ti ∈ FT (si−1, vmax), and θi ∈ FDsi−1(ti). As it is
presented later, the modeling methodology guarantees the final marking MF is
well-known since it is explicitly modeled.

4 Task Timing Specification

Let T be the set of tasks in a system. Let τi be a periodic task defined by
τi = (phi, ri, ci, di, pi), where phi is the initial phase (delay associated to the
first time request of a task after the system starting); ri is the release time
(interval between the beginning of a period and the earliest time that a task ex-
ecution can be started); ci is the worst case computation time; di is the deadline
(interval between the beginning of a period and the time when the task must
be completed); and pi is the period (time interval in which the task must be
executed). Let τk = (ck, dk, mink) be a sporadic task, where ck is the worst case
computation time; dk is the deadline; and mink is the minimum period between
two activations of task τk. A task is classified as sporadic if it can be randomly
activated, but the minimum period between two activations is known. As pre-
runtime approaches may only schedule periodic tasks, the sporadic tasks have
to be translated to an equivalent periodic task [10]. A task τi precedes task τj , if
tj can only start execution after ti has finished. A task τi excludes task τj , if no
execution of tj cannot start while task ti is executing. Exclusion relations may
prevent simultaneous access to shared resources. Each task τi ∈ T consists of a
finite sequence of task time units τ0

i , τ1
i , · · · , τci−1

i , where τ j−1
i always precedes

τ j
i , for j > 0. A task time unit is the smallest indivisible granule of a task, during

which it cannot be preempted by any other task. A task can also be split into
more than one subtasks, where each subtask is composed by one or more task
time units.

5 Modeling Real-Time Systems

Hard real-time systems are those that besides its functional correctness, time-
liness must be satisfied. The modeling phase is very important to attain such
constraints.

5.1 Scheduling Period

The proposed method schedules the set of periodic tasks occurring in a period
that is equal to the least common multiple (LCM) of the periods of the given set
of tasks. The LCM is also called schedule period (PS). Within this new period,
there are several tasks instances of the same task, where N(τi) = PS/pi gives the
instances of τi. For example, consider the following task model consisting of two
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release proc-grant computation
     [1,1]

Pproc

c c
(b) P1 P2 P3

end

...

release proc-grant-s1 comp-sub1
  [cs1,cs1]

Pproc

comp-sub2
  [cs2,cs2]

endproc-grant-s2

(c)

release proc-grant computation
     [C,C]

Pproc

(a) P1 P2 P3

P1 P2 P3 P4 P5

end

...

...

Fig. 1. Modeling Scheduling Methods

tasks: τ1 = (0, 0, 2, 7, 8) and τ2 = (0, 2, 3, 6, 6). In this particular case, PS = 24,
implying that the two periodic tasks are replaced by seven new periodic tasks
(N(τ1) = 3, and N(τ2) = 4), where the timing constraints of each task instance
has to be transformed to consider that new period [11].

5.2 Petri Net Models for Scheduling Methods

Figure 1 presents three ways for modeling scheduling methods, where c = cs1 +
cs2 is the task computation time (cs1 and cs2 are computation times for the first
and last subtask, respectively):

a) all-non-preemptive: processor is just released after the entire computation be
finished. Figure 1(a) shows that computation transition timing interval has
bounds equal to the task computation time (i.e., [c, c]);

b) all-preemptive: tasks are implicitly split into all possible subtasks. This
method allows running other conflicting tasks, meaning that one task could
preempt another task. It is worth observing, the difference between the tim-
ing interval for the computation transition and the arc weight in Figures 1(a)
and 1(b).

c) defined subtasks: tasks are split into more than one explicitly defined sub-
tasks. Figure 1(c) shows two subtasks.

5.3 Tasks Modeling

Figure 2 is also used to show (in dashed boxes) the three main building blocks
for modeling a real-time task. These blocks are: (a) Task Arrival, which mod-
els the periodic invocation for all task’s instances. Transition tph models the
initial phase, whilst transition ta models the periodic arrival for the remaining
instances; (b) Deadline Checking captures deadline misses. Some works (e.g. [2])
extended the Petri net model for dealing with deadline checking. (c) Task Struc-
ture, which models time releasing, processor granting, computation, and proces-
sor releasing. Figure 2 presents a non-preemptive TPN model for the example
described in previous subsection. It does not model the seven task instances.
Instead, it models only the two original tasks, and the time period of every task
instances.
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P24
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Fig. 2. Petri net model

6 Energy Consumption

Considering the Petri net task model (see Figure 2), system energy consumption
is associated with transitions representing context-switching and task computa-
tion (tc). Context-switching takes place if a granting-processor transition (tp) is
fired and the processor has been used by a different task. For the purpose of
this work, energy dissipation value in context-switching is constant for a task
set model.

Table 1. Energy Values

Description Values

τ1 1 nJ
τ2 2 nJ
Context-Switching 1 nJ
Energy Constraint 18 nJ

The energy consumption value in context-switching and in each task com-
putation must be known beforehand. In this work, the values were measured
through a real prototype. The worst-case energy consumption value has been
adopted. Table 1 shows the worst-case energy consumption values for each task.
The figure also presents the context-switching and the energy constraint values
for the schedule period of the model depicted in Figure 2. The sum of energy
dissipated in context-switching and in fired computation transitions results the
total energy consumed during an execution of a schedule period.

The usage of the pre-runtime scheduler improves the accuracy of timing and
energy consumption estimation. On the other hand, runtime approach cannot
assure such an accuracy, since unpredictability of tasks arrival leads to more
context-switching, increasing the energy consumption substantially.
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The proposed method does not substitute other Lower-Power and Power-
Aware techniques (e.g. dynamic voltage-scaling). Instead, the proposed method
is a complement to such techniques, since the scheduling synthesis algorithm
avoids unnecessary context-switching between tasks. Therefore, the generated
schedule contains optimizations in terms of energy consumption.

7 Pre-runtime Scheduling

This section shows a technique for state space minimization, and the algorithm
that implements the proposed method.

7.1 Minimizing State Space Size

Partial-Order Reduction. If activities can be executed in any order, such
that the system always reaches the same state, these activities are independent.
Partial-order reduction methods exploit the independence of activities [5]. An
independent activity is one that is not in conflict with other activity, that is,
when it is executed it does not disable any other activity, such as: arrival, release,
precedence, computation, processor releasing, and so on. This reduction method
proposes to give for each class of activities a different choice-priority. Dependent
activities, like processor granting and exclusion relations, have lowest priority.
Therefore, when changing from one state to another, it is sufficient to analyze
the class with highest choice-priority and pruning the other ones. This reduction
is important due to two reasons: (i) it reduces the amount of storage; and (ii)
when the system does not have a feasible schedule, it returns more rapidly.

Undesirable States. Section 5 presents how to model undesirable states, for
instance, states that represent missed deadlines. The proposed method is inter-
ested for schedules that do not reach any of these undesirable states.

7.2 Pre-runtime Scheduling Algorithm

The algorithm proposed (Fig. 3) is a depth-first search method on a TLTS. The
stop criterion is obtained whenever the desirable final marking MF is reached.
Considering that, (i) the Petri net model is guaranteed to be bounded, and (ii)
the timing constraints are bounded and discrete, this implies that the TLTS
is finite and thus the proposed algorithm always finishes. When the algorithm
reaches the desired final marking (MF ), it implies that a feasible schedule sat-
isfying both timing and energy constraints was found (line 3). The state space
generation is modified (line 5) to incorporate the state space pruning. PT is a
set of ordered pairs 〈t, θ〉 representing for each firable transition (post-pruning)
all possible firing time in the firing domain. The tagging scheme (lines 4 and
9) ensures that no state is visited more than once. The function fire (line
8) returns a new generated state (S′) due to the firing of transition t at time
θ. The feasible schedule is represented by a TLTS generated by the function
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1 scheduling-synthesis(S,MF,TPN, Vmax)

2 {
3 if (S.M = MF ) return TRUE;

4 tag(S);

5 PT = remove-undesirable(partial-order(firable(S,Vmax)));

6 if (|PT| = 0) return FALSE;

7 for each (〈t, θ〉 ∈ PT) {
8 S’= fire(S, t, θ);

9 if (untagged(S’) ∧ scheduling-synthesis (S’,MF ,TPN,Vmax)){
10 add-in-trans-system (S,S’,t,θ);

11 return TRUE;

12 }
13 }
14 return FALSE;

15 }
Fig. 3. Scheduling Synthesis Algorithm

add-in-trans-system (line 10). The whole reduced state space is visited only
when the system does not have a feasible schedule.

8 Integrating Pre-runtime Scheduler with EZPetri

The pre-runtime scheduler is integrated with EZPetri for the purpose of sim-
plifying the input of tasks information and facilitating the visualization of the
results, which are represented by a timing diagram and a energy chart.

As an example, suppose we have the task timing specification depicted in
Table 2, and the task energy specification in Table 1. These specification are
entered into the EZPetri framework by using a task/message editor plug-in, that
is a graphical editor for specifying timing and energy information of tasks, inter-
tasks message passing, as well as, inter-task relations. After that, the time Petri
net model (Figure 2) is automatically generated by a Petri net model generator
plug-in. Such a model is used for finding a feasible schedule. When successful,
the EZPetri framework shows a timing diagram (Figure 4) representing the
feasible schedule found by using a schedule rendering plug-in. Also, an energy
chart (Figure 5) is exhibited, showing the accumulated energy consumption
in each task time unit. Using the EZPetri framework is easier for integrating
several tools. In this specific situation, we specify the tasks of a system and have
as result the timing diagram that represents a feasible schedule found, and a
energy chart, showing the energy consumption in the schedule. Moreover, all
formal activities, from the specification up to the final result, are hidden from
the final user.

9 Case Study

In order to show the practical usability of the proposed approach integrated with
EZPetri, a pulse-oximeter [9] is used as a case study. This electronic equipment
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Fig. 4. Timing Diagram Fig. 5. Energy Chart

is responsible for measuring the blood oxygen saturation through a non-invasive
method. A pulse-oximeter may be employed when a patient is sedated during
surgical procedures. It checks the oxygen saturation to guarantee an acceptable
level of body oxygenation. This equipment is widely used in center care units
(CCU). The architecture of this system can be seen in Figure 6.

SPECTROPHOTOMETRIC
SENSOR

CONVERSOR

LED DRIVER

PRE-AMPLIFIER DEMULTIPLEX

DIGITAL/ANALOG
INTERFACE DEMODULATOR

ATENUATOR

SELECTOR
CONTROL

SELECTOR
SIGNAL/TEST

Test Signal

INTERFACE
PROGRAMMABLE

AMPLIFIER
FILTER

FILTERDC Signal

AC Signal

MICRO-CONTROLLER
UNIT

Fig. 6. Pulse-oximeter architeture

In this paper, for sake of simplicity, only two processes represent the oxime-
ter task model: an excitation process (PA), compounded by 4 tasks, and an
acquisition-control process (PB), compounded by 10 tasks. Additionally, 11
inter-task relations are also considered. The LCM (Least Commom Multiple)
is 80.000, implying 178 task’s instances.

The PA is responsible for dispatching pulse streams to the leds in order
to generate radiation pulses. The PB captures radiations crossing patient’s fin-

Table 2. Simple Task Timing Specification

Task Release Computation Deadline Period

τ1 0 2 7 8
τ2 2 3 6 6
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ger, and computes the oxygen saturation level. Both processes are divided into
threads. Each thread represents a task. A thread of a process cannot be in-
terrupted by any other thread of the same process. Therefore, context saving
and restoring are not performed between tasks of the same processes, but only
between threads (tasks) of different processes.

The steps followed by EZPetri to find a feasible schedule for the oximeter
specification are described below:

1. the user writes the tasks’ specification;
2. a PNML file, representing the Petri net model, is automatically generated;
3. the Petri net model is sent to the pre-runtime scheduler;
4. if a feasible schedule is found, the schedule (TLTS) is returned to EZPetri;
5. based on the TLTS received, EZPetri generates the timing diagram and

energy consumption chart;

Other experimental results can be seen on Table 3. These experiments were
performed on a Duron 900 Mhz with 256 MB RAM, OS Linux, and compiler
GCC 3.3.2.

Table 3. Experimental Results Summary

Example instances state-min found time (s)

Simple Control Application 28 50 50 0.0002
Robotic Arm 37 150 150 0.014
Xu&Parnas (example 3) 4 171 1566 0.121
Xu&Parnas (figure 9) 5 281 2387 0.222
Pulse Oximeter 178 850 850 0.256
Mine Pump Control 782 3130 3255 0.462
Heated-Humidifier 1505 6022 6022 0.486
Unmanned Ground Vehicle 433 4701 14761 2.571

10 Conclusions

This paper has proposed a formal modeling methodology based on time Petri
nets, and a framework for pre-runtime scheduling satisfying timing and energy
constraints through a reduced state space exploration algorithm. In spite of
this analysis technique is not new, to the best of our knowledge, there is no
work reported similar to ours that formally models hard real-time systems and
finds (whether one exists) the corresponding pre-runtime schedule. The proposed
method has been applied into a practical system, namely the pulse oximeter,
showing that this is a promising approach for finding feasible pre-runtime sched-
ules in real-world applications. In addition, we demonstrated the pre-runtime
scheduling synthesis framework integrated with the EZPetri environment. Such
integration, using PNML, facilitated the construction of various features :

– the inputting of tasks’ information through a graphical editor;
– the visualization of the Petri net representing the tasks of a system;
– the graphical representation of the results using a timing diagram and an

energy chart;
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Although the algorithm is quite simple and easy to understand, we plan to
perform a proof asserting its correctness. Another extension is to add some flex-
ibility to the pre-runtime scheduling by providing a small runtime scheduler
for selecting different operational modes, where each operational mode has a
different pre-runtime schedule associated.

References

1. A. Arcoverde Jr, G. Alves Jr, R. Lima, P. Maciel, M. Oliveira Jr, and R. Barreto
EZPetri: A Petri net interchange framework for Eclipse based on PNML. First In-
ternational Symposium on Leveraging Applications of Formal Method (ISoLA’04),
Oct 2004.
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Abstract. Nowadays, verification of digital integrated circuit has been
focused more and more from the timing and area field to current and
power estimations. The main problem with this kind of verification is
on the lack of precision of current estimations when working at higher
levels (logic, RT, architectural levels). To solve this problem it is not only
necessary to use good current models for switching activity but, also, it
is necessary to calculate this switching activity with high accuracy. In
this paper we present an alternative to estimate current consumption
using logic-level simulation. To do that, we use a simple but accurate
enough current model to calculate the current consumption for each sig-
nal transition, and a delay model that obtains high accuracy when it is
used to measure the switching activity (the Degradation Delay Model
-DDM-). In the paper we present the current model for CMOS inverter,
the characterization process and the model implementation in the logic
simulator HALOTIS that includes the DDM. Results show a high accu-
racy in the estimation of current curves when compared to HSPICE, and
a potentially large improvement over conventional approaches.

1 Introduction

Verification of digital integrated circuits is a key point during the design process.
Verification tasks take place at the different design level: layout, logic-level, archi-
tectural and system levels. Due to the increasing scale of integration developed
during the last two decades, more and more interest is devoted to verification at
higher levels, including system and software levels [1–4].

� This work has been partially supported by the MEC META project TEC 2004-
00840/MIC of the Spanish Government
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On the other hand, verification interest has been moving more and more from
the timing and area field to current and power estimations, the main motivations
being switching noise and energy consumption calculations. The first one is an
important factor limiting the accuracy of the analog part in mixed-signal circuits
[5], while the second is becoming a major design condition due to the increasing
difficulties to dissipate the power generated by high performance processors and
the need to operate low-power devices on batteries [6].

In this scenario, electrical simulation and verification is mainly limited to
the optimization of basic building blocks. Filling the gap between electrical and
system verification is logic-level simulation. While whole system simulation is
not feasible at the logic level any more, major system parts, up to several mil-
lions of transistors, are still manageable at the logic-level. That makes logic-level
simulation the more accurate alternative available in many practical cases when
the rough system-level estimations are not useful.

Facing the new challenges cited above, EDA (Electronic Design Automation)
vendors have been incorporating current and power estimation facilities to their
logic-level simulation tools (PRIMEPOWER [7], XPOWER [8], POWERTOOL
[9]). Current/power estimations at the logic level are generally obtained in a two-
phase procedure: first, logic-level simulation takes place and switching activity
at every node is computed. Then, power consumed at every node is computed
by using charge-based power models. On the other hand, current curves may be
generated during logic-level simulation by using current models in a event-driven
basis [10, 11].

Since these approaches are basically correct, switching activity estimations at
the logic level has been traditionally largely overestimated [12, 13], mainly due to
the fact that conventional behavioural models are not able to accurately handle
the propagation of glitches and input collisions [14, 15]. This way, well implanted
commercial tools may easily overestimate switching activity (then current and
power) from 30% to 100% [12, 16].

On the contrary, it has been shown in [17] that it is possible to develop be-
havioural models that catch the dynamic nature of the switching process at the
logic level (e.g. Degradation Delay Model -DDM- [17]). The immediate conse-
quence of this is a natural ability to accurately handling the generation, propa-
gation and filtering of glitches.

The objective of this paper is to show that using this kind of dynamic be-
havioural modelling, the accuracy of logic-level estimations of the supplied cur-
rent is largely improved. To do that, current estimation capabilities have been
incorporated to a previously developed logic-level simulation tool named HALO-
TIS [18]. Since the tool already incorporates the DDM, switching activity is ac-
curately handled. Current estimation is computed during the simulation process
by applying a current model to every signal transition in the internal nodes of
the circuit, generating a set of partial current curves. These current curves are
summed up after simulation to generate the global current profile of the circuit.

Although this work is still in its early stages, results are very promising if we
consider that, in our opinion, there is still plenty room to improve the process,
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specially the current modelling. In the next section, we introduce the current
model that is incorporated in the simulator in order to obtain current curves.
Model characterization and validation is done in section 3. Implementation issues
are discussed in section 4, while preliminary results are presented in section 5.
Finally, we will summarize the main conclusions.

2 Current Model

Global current calculation is obtained by summing up the current driven by each
circuit cell individually from the power supply. For a given cell we assume that
the current only circulates during the logic switching of the cell’s output. Fig. 1
shows the currents involved in a CMOS inverter structure when a raising output
transition takes place. The main currents taken from Vcc during the inverter’s
switching process are Icl and ISC . Icl is the current that charges the inverter
output node, and ISC is the short-circuit current which goes directly from Vcc

to GND while the NMOS part is still conducting. When we deal with raising
output transitions, the total current driven from the power supply is the sum of
Icl and ISC . For falling output transitions, the capacity CL is discharged, and
the only component taken from the power supply is ISC .

Fig. 1. CMOS Inverter currents during logic switching

The actual current curve in the gate, as obtained with HSPICE [19] electrical
simulator, is shown in Fig. 2-b. Our model proposes to fit the actual current curve
by a triangle-shaped, two-pieces linear curve. The triangle approximation can be
seen in Fig. 2-a.

This approach is similar to that proposed by other authors [10, 11], but using
a simpler characterization method. The triangular shape is defined by three
points: the triangle starting point instant (Tb), the current maximum value and
the instant when it takes place (Tmax,Imax), and the instant time where the
triangle ends (Te).

These points can be approximated as follows: Tb is the instant when the input
transition starts and the point Te is the instant when the output transition ends,
which are both known. To calculate Imax and Tmax we use the model proposed
in [20]. In that work, the authors obtain the following equations:

Imax =

√
Kp ×Wp × V 2

DD(CL + CSC)
τin

(1)
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(a) (b)

Fig. 2. Inverter switching curves. a) Triangle current model. b) HSPICE simulation

Tmax =
(CL + CSC)VDD

Imax
(2)

where Kp and Wp are respectively the transconductance factor and width of the
PMOS transistor, VDD is the supply voltage, CSC is the short-circuit capacitance
as defined in [20] and τin is the transition time of the input.

On the other hand, for falling output transitions we only have to consider
the short-circuit current ISC , so that:

Imax =

√
Kn ×Wn × V 2

DD × CSC

τin
(3)

In this case, Tmax is the time when input transition crosses the inverter input
threshold.

The proposed model allows the calculation of an approximated, triangle-
shaped current curve for every output transition of a cell, only based on cell
parameters and timing data provided during logic simulation.

3 Current Model Validation and Characterization

To validate the model proposed in the previous section, we have simulated the
behavior of CMOS inverter built using a 0.35μm technology. This simulation has
been carried out with HSPICE. The objective is to check the Imax dependence
with respect to τin and CL. For this reason, we will express the equation1 as
follow:

I2
max =

V 2
DD

τin
(QCL + R) (4)
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In this equation we can see the linear dependence of I2
max with CL and 1/τin,

where Q and R are gate-level model parameters that hides the internals of the
cell. This dependence has been checked by plotting I2

max values versus CL for
different τin, and also, I2

max values versus τin for different CL. Fig. 3 shows the
circuit configuration used to obtain simulation data. The first and second inverter
in the chain are used to achieve realistic input transition waveforms at the input
of inv3, which is the cell under study. The interest of working with realistic
transitions in inv3 is in the high variation of Imax values observed when linear
(artificial) input transitions are used. On realistic transitions, τin is measured
taking the 30% and 70% reference points with respect to the full supply rail.

Fig. 3. Inverter characterization circuit

The simulations have been carried out for a range of typical values of τin

and CL. τin is altered in a realistic way by modifying CT in the circuit. The
design space explored includes fast and slow input transitions and light and
heavy loads. To get this, CT and CL values take the inverter input capacity
(Cin) as a reference, where Cin is:

Cin = (Wn + Wp)× L× Cox (5)

where Wn and Wp are the NMOS and PMOS widths respectively, L is the MOS
length and Cox is the oxide capacitance by unit area.

In Fig. 4-a we show the curves representing I2
max versus CL/Cin for different

τin and its linear regressions. The Fig. 4-b shows I2
max the curves I2

max versus
τin for different CL/Cin and its linear regressions.

Based on these linear regressions it is possible to extract values for Q and
R parameters of equation 4. Q and R values are mostly independent of loading
and input transition time conditions. Moderate input ramps and typical load-
ing conditions are used to compute Q and R values. As an example, inverter
parameters for a raising output under conditions given by CT = 2 × Cin and
CL = 2× Cin gives:

Q = (4.67± 0.28)× 10−5A/V 2, R = (5.94± 0.46)× 10−19A2s/V 2 (6)

4 Model Implementation in HALOTIS

HALOTIS [18] is a logic-level simulator that is being developed in our research
group. It’s main feature is the inclusion of the Degradation Delay Model (DDM).



430 Paulino Ruiz de Clavijo et al.

(a) (b)

Fig. 4. (a) I2
max vs. CL for different τin. (b) I2

max vs. τin for different CL

HALOTIS, through the use of the DDM, has demonstrated a drastic accuracy
improvement over conventional simulation tools thanks to the novel and precise
treatment of glitch generation and propagation. HALOTIS also implements a
Conventional Delay Model (CDM), that it is a delay model without the degra-
dation effect. This facility makes it possible to easily evaluate how the DDM
improves simulation results. It is also interesting to note that accounting for the
degradation effect introduces a negligible overhead in the logic simulation pro-
cess. Currently, HALOTIS is able to read digital circuit netlists in VERILOG
[21] format and read patterns in MACHTA [22] format. It is designed in a modu-
lar way to enable for new functionality to be easily added as research on models
and algorithm improves.

The current model described in section 2 has been included in the simulation
engine through a new source code module that implements equations (2) and (4)
corresponding to Tmax and Imax respectively. The rest of the necessary parame-
ters to compute the current waveform associated to each transition (Te and Tb in
Fig. 2-a) are already available during the simulation process. Additionally, the
set of parameters for each gate now also includes Q and R parameters measured
using the characterization process described in section 3.

When a new output transition is generated during simulation process, the
new module processes this transition and calculates the points of the triangle
that defines the current waveform associated with that output transition. All
triangles are stored in a data type which is processed after simulation to generate
the general current profile of the circuits, i.e. the current generated by the power
supply as a function of time. The data available can also be used to locate hot
spots or noisy nodes, although these applications have not been explored yet.

5 Simulation Results

The effect of summing up individual current components for every signal tran-
sition is better appreciated in multi-level digital circuits, where transitions and
current waveforms overlap for a period of time. Also, glitch conditions, evolution
and eventual filtering will more likely take place as logic depth increases. Thus,
a simple but adequate circuit to demonstrate the possibilities of the proposed
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model and its combination with the degradation effect is a chain of gates like
that depicted in Fig. 5. The quality of the results is measured by comparing to
circuit-level simulation using HSPICE.

o1 o2 o3 o4 o5 o6 o7 o8i0

Fig. 5. Inverter chain

Two types of input patterns are simulated. The first example is intended
to show the current model accuracy in the absence of degradation effect. The
second pattern will make degradation effect to take place and will rise up the
benefits of using a dynamic behavioural model like the DDM.

The first case is a wide pulse applied to the first inverter in the chain. This
pulse is fully propagated through the inverter chain and no degradation effect
takes place since the input pulse is wide enough to avoid that. The voltage
waveforms obtained at selected internal nodes of the chain with HSPICE and
HALOTIS are shown in Fig. 6-a and Fig. 6-b respectively. Logic-level simulation
with HALOTIS matches HSPICE results quite well, and it can be seen how
HALOTIS takes input transition times into account and reflects that in the
plot. We note here that logic simulation results using the Degradation Delay
Model (DDM) or a Conventional Delay Model (CDM) without degradation are
the same since degradation effect does not take place for these stimuli.

(a) (b)

Fig. 6. Single input pulse voltage waveforms. (a) HSPICE (b) HALOTIS

As it has already be explained, current components for every transition is
computed during simulation. The complete current waveform obtained by sum-
ming up these components is plotted in Fig. 7, besides the current curve gen-
erated by HSPICE. It can be easily observed how the current curve generated
by HALOTIS quite well matches HSPICE results. Specially, current peaks are
quite accurately reproduced.

The second example simulates a pulse train applied at the input of the chain.
In this case, the pulses are narrow enough to degrade from logic level to logic.
Some of the pulses will be filtered at some point in the chain. Simulated voltage



432 Paulino Ruiz de Clavijo et al.

Fig. 7. Single input pulse current waveform

waveforms at even nodes using HSPICE are depicted in Fig. 8, while logic simu-
lation considering the degradation effect (DDM) is in Fig. 9. It can be seen that
the initial pulse train is degraded through the chain and some pulses are filtered
until a single wide pulse is propagated to the output of the chain. This effect is
reproduced both by HSPICE and HALOTIS when using the DDM. However, a
conventional delay model (CDM) would propagate the full pulse train unaltered

Fig. 8. Pulse train HSPICE voltage waveforms

Fig. 9. Pulse train HALOTIS voltage waveforms with degradation effect (DDM)
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(Fig. 10). This behaviour and its implication on the switching activity has been
reported in detail in [16, 18]. This time, the current waveforms calculated using
the DDM and the CDM differ since the CDM will consider additional transi-
tions and current componets that are actually filtered. Fig 11 compares HSPICE
and HALOTIS results using both DDM and CDM models. Like in the previous
example, simulation using the DDM gives results that are similar to HSPICE
results. In particular, current peaks are again very accurately determined.

Fig. 10. Pulse train HALOTIS voltage waveforms without degradation effect (CDM)

Fig. 11. Pulse train current waveforms. HSPICE, DDM and CDM comparison

Simulation without degradation effect (CDM) gives much worse results, even
though the core behavioural model is the same that the one used by the DDM.

6 Conclusions

In this contribution a simple current model for logic transitions that can be used
in logic-level simulators to obtain current estimations has been presented. The
proposed model has been implemented in a experimental logic-level simulation
tool that combines the current equations with the so-called Degradation Delay
Model to obtain accurate current waveforms at the logic level when compared
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to electrical simulators like HSPICE. It has been demonstrated that, despite its
simplicity, the proposed model provides with accurate results while keeping the
speed up of logic-level over electrical simulation (2 to 3 orders of magnitude). It
has also been shown that including the degradation effect in logic simulation is
a key point in order to achieve some level of accuracy, since conventional delay
models will largely overestimate the switching activity, thus current, yielding to
useless results despite the accuracy of the internal current model.

The combination of the DDM and logic-level current models appears as a
good alternative to current estimations (and derived applications) at the logic
level.
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Abstract. The time taken for a CMOS logic gate output to change after
one or more inputs have changed is called the output delay of the gate.
A conventional multi-input CMOS gate is designed to have the same
input to output delay irrespective of which input caused the output to
change. A gate which can offer different delays for different input-output
paths through it, is known as a v

¯
ariable input delay(VID) gate and the

maximum difference in delay between any two paths through the same
gate is known as “ub”. These gates can be used for minimizing the active
power of a digital CMOS circuit using a previosuly described technique
called v

¯
ariable input delay(VID) logic. This previous publication pro-

posed three different designs for implementating the VID gate.
In this paper, we describe a technique for transistor sizing of these three
flavors of the VID gate for a given delay requirement. We also describe
techniques for calculating the ub of each flavor. We outline an algorithm
for quick determination of the transistor sizes for a gate for a given load
capacitance.

1 Introduction

We first describe the prior work and motivation for this work in this section.
We then describe the sizing procedures and algorithms in the following sections
followed by contributions and conclusion.

1.1 Prior Work

Dynamic power consumed in the normal operation of a circuit consists of es-
sential power and also glitch power. Glitches are spurious transitions caused by
imbalance in arrival times of signals at the input of a gate. Techniques such as
delay balancing, hazard filtering, transistor sizing, gate sizing and linear program-
ming have been proposed for eliminating glitches [1–16]. For further reference
the reader is directed to recent books and articles [17–24]. Our focus in this
paper is a recent technique known as variable input delay logic [12, 13]. Raja
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Fig. 1. The RC components along the charging path

et al. described a technique for reducing glitches using special gates are known
as variable input delay(VID) gates where the delay through any input-output
path can be manipulated without affecting the delays of the other paths upto
a certain limit. This limit is known as the differential delay upper bound or ub.
This ub is determined by the technology in which the circuit is implemented and
is needed for finding the optimal solution to the linear program.

1.2 Motivation

Raja et al. describe three new ways of implementing the VID gate viz. Ca-
pacitance manipulation, nMOS transistor insertion and CMOS transistor inser-
tion [12, 13]. Each of these gate designs can be used for efficient manipulation of
input delay without altering the output delay of the gate. However, the paper
has the following shortcomings.

– How are the transistor sizes determined from the delay assignment?
– How is the ub calculated for every gate type?
– What is the algorithm for finding the right sizes and what are the trade-offs?

These are the questions we try to answer in this paper.

1.3 Components of RC Gate Delay

Gate Delay is the time taken for the output signal at the output of the gate
to reach 50% of Vdd after the signal at the input of the gate has reached
50% of Vdd [25, 26].

Consider the path shown in Figure 1. The delay of a gate is a function of the
on resistance Ron(ignoring saturation effects) and the load capacitance CL. The
load capacitance is given by:

CL = Cp + Cr + Cin (1)

where Cp is the parasitic capacitance due to the on transistor, Cr is the routing
capacitance of the path and Cin is the input capacitance of the fanout transistors.
Cin is the major component of CL. Cr and Cp are non-controllable and hence,
we ignore them in the current discussion. The delay of the path during a signal
transition is given by:

Delay = Ron × CL (2)
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The delay can be manipulated by changing the CL or the Ron by sizing the
transistor accordingly. This alters the gate delay along all paths equally. This is
called conventional gate sizing.

For VID logic, we describe the gate delay as the sum of input delay and
output delay through the gate. Output delay is the common delay component
of the gate no matter which input has caused the transition. Input delay is
the delay component on input 1 that is present only on the input-output path
through input 1 of the gate. Both input and output delays should be independent.
Clearly, conventional gate sizing cannot be used for designing a VID gate. In this
paper, we describe the variable input delay gate sizing for the VID gates proposed
by Raja et al. [12, 13].

2 Gate Design by Input Capacitance Manipulation

The overall gate delay is given by Equation 2. In the new gate design we need
to manipulate the input delay of the gate without affecting the output delay too
much. Substituting Equation 1 into Equation 2, we get:

Delay = Ron × (Cp + Cr) + Ron × Cin (3)
= Output Delay + Input Delay (4)

From the above analysis we separate the input and output delays of the gate.
The output delay depends on Cp and Cr, which are unalterable. The input delay
is a function of Ron and Cin of the transistor pair. Thus, input delay of an input
X can be changed by increasing the Cin offered by the transistor pair connected
to X. Note that this does not alter the input delays of the other inputs of the
gate(this is not always true as shown in Sec 2.2).

2.1 Calculation of ub

The delay of the transistor pair can be calculated by using Equation 3. The
input capacitance of a transistor pair is given by:

Cin = W × L× Cox (5)

where W is the transistor width, L is the transistor length and Cox is the ox-
ide capacitance per unit area, which is technology and process dependant. The
range of manipulation for Cin is limited by the range of W and L of the tran-
sistors allowed. The range of dimensions for digital design, in any technology, is
governed by second-order effects, such as channel length modulation, threshold
voltage variation, standard cell height etc [25, 26]. We have chosen the limit of
the transistor length for 0.25μ technology as 3μm, which is determined by the
standard cell height. The minimum gate length in the same technology is 0.3μm.
Hence, the maximum difference in input capacitance is 2.7×Cox. The maximum
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differential delay ddif and the minimum differential delay dmin obtainable in the
technology can thus be:

Maximum Differential Delay ddif = Ron × 2.7× Cox

Minimum Gate Delay dmin = Ron × 0.3× Cox

Thus, the gate differential delay upper bound ub is given by:

ub =
ddif

dmin
=

Ron × 2.7× Cox

Ron × 0.3× Cox
= 9

Thus, the ub of the technology can be calculated by using the bounds on the
dimensions of the transistors in the particular technology. There are several
design issues in this gate design as described below.

2.2 Design Issues

The gate design proposed in the previous section has several drawbacks.

– In this gate design output and input delays are not independent for both
falling and rising transitions. For example, the NAND gate consists of two
pMOS transistors in parallel and two nMOS transistors is series. The gate
has different rising delays along both inputs if pMOS transistors are sized
differently. But the same is not true for a falling delay. Altering the size of
one of the nMOS transistors affects the Ron of the output discharging path
and, thus, the output delay. This dependancy makes the sizing, for a given
delay, a non-linear problem which can be difficult to converge.

– The parasitic capacitance Cp is assumed to be constant and independent of
the transistor sizes. But in reality, Cp is a function of the transistor sizes.
Altering the sizes of one transistor can affect Cp and the output gate delay.

– When the transistors are connected in series to one other, some of them are
ON and some are OFF. This causes the threshold voltages of the transistors
to change drastically due to body effect [25, 26]. This makes the output delay
of the gate, input pattern dependant. This is a problem as the LP gives a
single delay for every gate output [10, 11].

3 Gate Design with nMOS Pass Transistors

In the design proposed in Sec. 2, the main problem was the inter-dependence of
output and input delays. In this second design, we propose to leave the input
capacitance unaltered, and increase the resistance of the path.

3.1 Effects of Increasing Resistance and Input Slope

Consider the charging path shown in Figure 1. Energy is drawn from the supply
to charge the CL through Ron. The energy consumed by a signal transition is
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Fig. 2. The proposed single added nMOSFET VID NAND gate. (a) Transistor Level
showing the nMOS transistor added and (b) charging path for transitions along the
different paths through the gate

given by 0.5CLVdd
2, where CL is the load capacitance and Vdd is the supply

voltage. Note that the energy expression does not include resistance Ron in it.
The resistance governs the switching time but the overall energy per transition
remains the same. Hence, increasing the resistance of the path does not alter
the energy consumed per transition. Increasing resistance of the slope however,
degrades the slew of the input waveform. This increase in input slope affects
gate delay and needs to be acounted for.

Gate Delay = tstep + tslew

where tstep is the gate delay when the input is a step waveform and tslew is the
gate delay due to the input slope or slew. Thus, by increasing Ron we manipulate
tslew part of the gate delay. But increasing the input slew decreases the robustness
and noise immunity of the circuit [25]. A large input slope means that the circuit
is in transition for a longer period of time and is more susceptible to noise and
short-circuit power. The input slope is restored or improved by using regenerative
gates. The CMOS logic gates are regenerative as they improve the slope of the
waveform while passing the signal transition from the input to the output. In our
new VID gate design by inserting resistance, we use this regenerative property
of the CMOS gates in the output for restoring the slope. However, the slope
restoration also has limits and hence, there is a practical limit to degrading the
input slope. This is one of the major factors that influence the practical value of
ub of a given technology.

3.2 Proposed Gate Design

We insert a single nMOS transistor that is always ON, with resistance Rs, in the
series charging path. A modified NAND gate is shown in Figure 2. The delays
of the gate along both I/O paths are given by:

d2→3 = Ron × CL (6)
d1→3 = Ron × CL + Rs × CL (7)

= Ouput Delay + Input Delay (8)
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Fig. 3. The logic degradation of the single nMOS transistor addition (a) When logic 1
is passed through and (b) When logic 0 is passed through the gate

Thus, the input and output delays are separated completely from each other.
The output delay can be controlled by sizing the gate transistors and the input
delay can be controlled through Rs. d2→3 is not affected by altering d1→3. This
concept can be extended to a n-input gate. The differential delay of path x with
respect to the other n− 1 paths, can be controlled by inserting n− 1 transistors
in series with the inputs. These paths can be independently controlled by sizing
the n− 1 transistors. Thus, we have a VID gate design that is extendible to all
multi-input gate types.

3.3 Calculation of ub

As seen from Equation 8, the input delay can be controlled independently by
altering the size of the nMOS transistor. The nMOS transistor passes logic 0
effectively but degrades the signal when passing logic 1. Let us assume that there
is a degradation of voltage λ when a logic 1 is passed through the transistor [25,
26]. When the transistor is acting as a resistor, there is an IR voltage drop also
across the capacitor. The drop can be significant for two reasons:

– If the drop is too large, then the transistors in the fanout will not switch
OFF completely. This increases short circuit dissipation of the fanout gate.

– The leakage power of the transistors is a function of the gate to source voltage
(Vgs). Hence, larger drop would increase leakage current of fanout gate.

The circuit in Figure 3(a) shows a single transistor pair at the output of the
nMOS. The operating regions for the transistors are as shown. The critical con-
dition in this configuration is the pMOS transistor remaining in cutoff. If this
condition is not met, the pMOS transistor is also ON and, hence, there is a
direct path from the supply to the ground. This increases the short circuit dis-
sipation. To meet the condition, we need to make sure that Vg > Vdd − Vtp,
where Vtp is the threshold voltage of the pMOS transistor. There are two fac-
tors that control the input voltage Vg is this case, (1)IdsRs, where Ids is the
drain to source stand-by current through the series transistor and (2)the signal
degradation λ [25].
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Vdd − λ − IdsRs > Vdd − Vtp or Rs <
Vtp − λ

Ids
(9)

Consider the input configuration in Figure 3(b). The nMOS transistor passes
a logic 0 without any degradation(λ = 0). The critical condition here is the
nMOS transistor in cutoff. By using a similar analysis as above, the condition is
given by:

IdsRs < Vtn or Rs <
Vtn

Ids
(10)

Equations 9 and 10 give the upper bound on Rs. This limits the amount of
resistance that can be added to the charging path. Thus, the amount of input
delay that can be added is also limited by this condition.

ub =
ddiff

dmin
=

Rmax × CL

Ron × CL
=

Rmax

Ron
(11)

where Rmax is the maximum resistance that can be added and CL is the load
capacitance of the gate. This is the theoretical limit of ub but the practical limit
is governed by signal integrity issues as explained in Sec. 3.1.

3.4 Design Issues

This new VID gate design, although an improvement over the design in Sec. 2
has the following issues.

– Theoretical ub can be further reduced by dimension limits on the series
nMOS transistors.

– The short circuit dissipation is a function of the ratio of the input and
output waveform slopes [25]. By inserting resistance we are increasing the
input waveform slope thereby increasing the short circuit dissipation.

– The leakage power is a function of the gate to source voltage (Vgs). Since
λ > 0 when passing a 1, the leakage power of the fanout transistors increases.
This drawback is alleviated in the design discussed in the next section.

– This design has an area overhead due to extra transistors added.

4 Gate Design with CMOS Pass Transistors

In the gate design described in Sec. 3, the single nMOS transistor degrades
logic 1, thereby increasing leakage power. This disadvantage can be alleviated
by adding a CMOS pass transistor instead. The CMOS pass transistor consists
of an nMOS and a pMOS transistor connected in parallel. Both transistors are
kept always ON and λ = 0 while passing either logic 1 or logic 0.

4.1 Calculation of ub

The ub calculation is similar to the single nMOS added design but with λ =
0. Note that the resistance Rs is the effective parallel resistance of both the
transistors together.
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4.2 Design Issues

The design issues involved in this gate design are:

– Rs is the effective series/parallel resistance of both the nMOS and the pMOS
transistors. Hence, effective resistance per unit length reduces and the tran-
sistors have to be longer to achieve the same resistance as a single nMOS
transistor.

– Larger area overhead than the design in Sec. 3.

5 Technology Mapping

The process of designing gates that implement a given delay by altering the
dimensions of the transistors is called technology mapping or transistor sizing.
In this section we describe the transistor sizing of VID gates. From Eqn. 2, gate
delay is dependant on CL of the gate, which is dependant on the dimensions of
the fanout gate size. Hence, to obtain a valid transistor sizing for delay at a gate
G, the sizes of the gates in the fanout of G have to be decided. Therefore, to
design an entire circuit, we use a reverse breadth first search methodology and
first design the gates connected to the primary outputs and work towards the
inputs of the circuit.

The objective is to design a gate with a load capacitance CL in a particular
instance, in order to have a required delay dreq. The procedure involves searching
for the appropriate sizes for all of the transistors in the gate. The dimensions for
the search space of an n-input gate are load capacitance, 2n transistor widths
and 2n lengths for a total of 4n + 1 dimensions. This can be a time consuming
process to do for large circuits. So we propose to do this in two stages. The first
stage is to generate a look-up table of sizes by simulation, for different dreq and
CL. For every gate type, we simulated the gate with the smallest sizes to find
rising delay drise and falling delay dfall. The objective function is to minimize
ε = |dreq−drise| + |dreq−dfall|

dreq
. The drise and dfall can be increased by increasing

the length of the transistors and decreased by increasing the width. Thus, by an
iterative process an implementation for the given dreq and CL can be achieved(to
within acceptable values of error ε) and noted in the look-up table. Thus, the
look-up table has size assignments for all different gate types and some values
of CL. This look-up table can be used for all circuits.

When a particular circuit is being optimized, the look-up table may not have
the exact CL. In such cases, we go to the second stage of fine tuning the sizes. We
start with the closest entry in the look-up table. Each dimension is perturbed
by one unit(since dimensions are discrete in a technology) and the sensitivty is
calculated where:

Sensitivity =
dcurrent

|dreq − drise| + |dreq − dfall|
where dcurrent is the present measured gate delay, and drise and dfall are the
rise and fall delays after a perturbation in the dimension. There can be 8 per-
turbations, two for each of the dimensions. The perturbation with the highest
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sensitivity is incorporated and the gate is simulated again. The objective func-
tion is to minimize ε given earlier. This procedure is called the steepest descent
method as the objective function is minimized by driving the dimensions based
on sensitivities. The complexity is greatly reduced by using the lookup table as
the search is limited to the neighborhood of the solution. Hence, local minima
will not be a problem. The procedure can also be tuned for including the area
of the cell in the objective function.

6 Summary

In this paper, we explained why conventional CMOS gates cannot be used as VID
gates. We presented three new implementations of the VID gate. We presented
an analysis of each of the gates and listed their shortcomings. Then we proposed a
two-step approach for fixing the transistor sizes of every instance in the circuit.
The main idea of this paper is to present the transistor level implementation
details of the variable input delay logic. The advantages of the technique, its
power reduction results and comparisons with other techniques are the same as
presented in earlier publications and are not duplicated here [11–13].
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Abstract. The energy efficiency of a 0.25 μm general-purpose FIR fil-
ter design, based on two-phase clocking, versus a functionally equivalent
benchmark, based on one-phase clocking, is demonstrated by means of
measurements and transistor level simulations. Architectural improve-
ments enable already a 20% energy savings of the two-phase clocking
implementation. Yet, for the first time, the limitations imposed by the
supply voltage (< 2.1 V) and the operating frequency (< 10 MHz) on
the actual energy efficiency of this low-power strategy are investigated.
Transistor level re-design is undertaken: a new slew-insensitive latch is
presented and replaced inside the two-phase implementation. Spectre
simulations point out the final 30% savings.

1 Introduction

Energy efficiency is of primary importance in CMOS circuits intended for the
portable market. The clocking strategy does have a great influence on it, as
it directly affects the power consumption of the clock network(s) and all the
sequential cells, which typically represent a large fraction of the whole chip. The
one-phase single-edge-triggered clocking strategy has imposed as a standard over
the years, because it guarantees easiness of design, simple testability and it is
fully compatible with all tools for VLSI implementation. Yet, some publications
[1, 2] have already underlined that the intrinsic skew-insensitivity of the two-
phase clocking, while saving energy-consuming clock buffers, may often translate
into more energy efficient implementations. On the other hand, other works
[3, 4] have concentrated on the re-design of low-power latch circuits. However,
very few papers [5] take into consideration both aspects together, the two-phase
clocking strategy and the latch design. Pursuing this task on a well-established
low-power architecture [6], the present work confirms the energy efficiency of
the two-phase clocking over the one-phase counterpart, but points out, for the
first time, the intrinsic supply voltage and frequency limitations. A new latch
design is hereby introduced, which circumvent these tight restrictions, by adding
to the traditional skew- a substantial slew-insensitivity. The results of this work
address specifically to a large variety of low- and middle-frequency (up to some
tens of MHz) portable applications, ranging from hearing aids to bio-medical
devices and audio streaming (MP3 players, etc. . . ).

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 446–455, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The rest of the paper is organized as follows: in sec. 2 the different design
implementations are described; in sec. 3 the results of the measurements are
presented. Sec. 4 discusses the interesting points of the measurements, through
a three-step analysis: at architectural level, at gate level and, finally, at transistor
level. In sec. 5 the operating frequency limitations are addressed. Sec. 6 presents a
novel low-power latch circuit, and sec. 7 shows the final results out of simulations.
The paper is completed by the conclusions in sec. 8.

2 Chip Design

Three versions (A, B and C) of the same 100-tap 16-bit general-purpose FIR
filter, a typical candidate for adaptive audio processing in the time-domain [6],
together with latch-based data and coefficient memories, have been manufac-
tured in a 0.25μm process. In fig. 1 the block diagram of the implemented FIR
filter is presented. The same basic structure has been repeated for all three
designs. The main architectural differences among them are the number rep-
resentation, the presence of clock gating, the clocking strategy and the depth
of the clock distribution network, as summarized in tab. 1. Designs B and C
use a hybrid number representation (sign-magnitude in the multiplier and two’s
complement in the adder), which has been reported to be more efficient in MAC
units for audio data processing [7]. The lack of clock gating makes design A a
very inefficient reference. As a matter of fact, the un-gated clock net capacitance
of A, which is charged/discharged during each period, is very large: therefore,
the clock-tree generator is forced to instantiate many energy consuming clock
buffers (see tab. 1). This fact together with the increased FF internal power con-
sumption cause an overall dissipation of A 4 to 5 times higher than the others:

0

MAC

data−path

control−path

coefficients input data

memory
data

accumulator

coefficient
memory

control

control logic

SM−>TsC

output data

output register

clock−
gating
logic

slave

masterslave

clk−gated latches

master

clk−ungated latches

Fig. 1. Block diagram of the implemented designs
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Table 1. Characteristics of the designs (simulated entries are in italics)

Design Characteristic A B C D

Number repr. TwosC Hyb Hyb Hyb
Clock-gating No Yes Yes Yes
Clocking Strategy SET-FF SET-FF 2-ph 2-ph
Clock Tree Cells 9 buf&10 del. 1 buf&13 del. None None
Core Area (mm2) 0.71 0.55 0.56 0.34
Standard Cell Density 82% 82% 82% n.a.
Energy (μW/MHz) at 2.5 V/1.25 V 1030/- 220/51 280/41 186.5/36
Clock Ramp Time (ns) at 2.5 V n.a. 0.8 8.5 Master 7.1 Master

it will not be considered any longer. B should be regarded as a robust state-of-
the-art design; C is the first proposed improvement, whose benefits, however,
are exploitable only at low supply voltages, as shown later. The cores of A, B
and C have been designed using the VHDL and then synthesized using Synop-
sys, targeting a 0.25μm standard cell library. The timing constraints during the
synthesis have been kept very relaxed, namely a clock period of 500 ns has been
chosen, minimum requirement for the elaboration of data sampled at 20 kHz
(the 100-tap FIR filters combine full time sharing with iterative decomposition).
Clock tree generation, placement and routing have been performed using Silicon
Ensemble with the same timing constraints as during the synthesis. Latch-based
clock gating has been implemented as in [1, 2]. All three designs have been fabri-
cated on a common die (fig. 2): B, C and A appear as three distinct blocks with
independent power rings, located from left to right respectively. Beside these
three designs actually implemented on silicon, a fourth one D, not integrated
yet but simulated in Cadence environment, is proposed as a further improvement
(last column in tab. 1). It shares the same architecture as C, but enhances the
intrinsic energy efficiency of the latter, by replacing the latches with functionally
equivalent sub-circuits optimized for low energy dissipation.

3 Measurements

To emphasize the new results of this work, the measured energy consumptions
(in μW/MHz) of B and C are reported in fig. 3 (upper curves) as functions
of the supply voltage, for a sequence of typical speech signal. The two curves
present a quite unexpected behavior, which can be summarized in the following
three statements:

1. The difference in the energy consumption of the two designs depends strongly
on the supply voltage.

2. The curve related to C rises more steeply than the other one.
3. The two curves present an unexpected cross-point at around 2.1V: for larger

voltages B dissipates less, for lower voltages C is more efficient (20% energy
saving at 1.25V).
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Fig. 2. DIE photo, 2.435 mm x 2.435 mm (including pads and seal-ring)
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Fig. 3. Measured energy dissipation as function of the supply voltage (upper curves);
simulated sequential energy (lower curves)

4 Discussion

The following discussion explains the unexpected cross-point in fig. 3 by compar-
ing the results of architectural-level, gate-level and transistor-level simulations
with the measurements.

4.1 Architectural-Level Analysis

The architectural differences (sketched in fig. 4) of B compared with C have
been investigated first. B includes a huge central clock buffer, a clock tree with
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Fig. 4. Architectural differences between B and C, D

FFs as leaf cells, and some delay cells along the data paths to meet hold time
requirements; C presents neither clock buffers nor delay cells, and replaces each
FF with two latches. Simulating the circuits in fig. 4, whose dissipations will be
called sequential energy later on, yields the lower curves in fig. 3. With good
approximation, the separation between the upper and the lower curves in fig. 3
is constant, regardless of the design. This is because the difference represents the
dissipation of all the combinational gates and the memories that are implemented
basing on the same pieces of VHDL code in B and C. Hence, the ”sequential
energy” is actually the only responsible for the different dependency of B and
C on the supply voltage.

4.2 Gate-Level Analysis

Simulating a single FF of B and the corresponding latch pair of C revealed that
up to 80% of the total dissipation takes place in the first inverter (zoom-in of
fig. 4) at the clock input (energy consumption as function of the supply voltage
in fig. 5).

Therefore, the difference between B and C is mainly caused by the FFs/
latches with no clock gating in the two designs. In C, the lack of a central buffer
makes the clock ramp times exceedingly slow (around 8.5 ns the master clock at
2.5V, more than ten times larger than the clock in B). While the non-overlap
phases provide ample margins against malfunctioning, this causes much energy
to be dissipated by cross-over currents in the first clock inverter inside each latch.

4.3 Transistor-Level Analysis

To confirm this, calculations have been carried out using an α-power-law tran-
sistor model [8]. This model has been calibrated on our NMOS and PMOS
current/voltage characteristics. The cross-over energy ECO spent in a CMOS
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Fig. 5. Simulation: first stage clock inverter inside the FF in B (solid) and α-power-law
approximation [8] (dash-dotted); first stage inverters in the corresponding latch pair in
C (dashed) and α-power-law approximation [8] (dotted)

inverter that discharges a small output capacitance (small enough to consider
the output transition time negligible compared with the input ramp time) can
be expressed as [8]:

Eco = Vdd · tt · Id0p(Vdd) ·
1

αp + 1
· 1
2αp

· (1− vtn − vtp)αp+1

(1− vtp)αp
. (1)

where tt is the input transition time, Id0p is the saturated drain current of
the PMOS depending on Vdd, α is the velocity saturation index of the PMOS,
vtp is the normalized threshold voltage of the PMOS, and vtn is the normalized
threshold voltage of the NMOS. The dotted and dash-dotted curves in fig. 5
show the good accuracy obtained from simulations with this model. Eq. 1 sug-
gests two conclusions: ECO increases linearly with the input ramp time and the
dependency of ECO on the supply voltage is much more than quadratic since Id0p

increases more than linearly with Vdd. Slow clock ramps (as in C) in conjunction
with high supply voltages thus greatly inflate the contribution of cross-over cur-
rents to the overall energy dissipation. Using eq. 1 to estimate the ratio between
cross-over and switching energies dissipated by the inverter inside the FF of B
and inside the corresponding latch of C yields the following surprising result: at
2.5V, this ratio passed from 0.7 (in B) to more than 9 (in C)!

5 Frequency Limitations

As a direct consequence, we address for the first time the problem of extend-
ing efficiently the two-phase clocking to large-throughput applications. There is
typically a frequency bound, above which two-phase clocking dissipates more
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than the one-phase equivalent. Fig. 6 shows the minimum measured power that
is necessary to operate designs B (solid) and C (dashed) at a given frequency.
The points along the curves specify the supply voltages that are needed to reach
the corresponding frequency value on the x-axis. According to fig. 6, C is more
energy efficient only up to 10.5MHz; for higher frequencies, it is necessary to
increase the supply voltage (1.4 V or more in C against 1.25V in B) and the
design is no more competitive.

6 New Low-Power Latch Circuit

In order to mitigate this problem, a new D-latch was needed. The idea was to
substitute simple pass-transistors for transmission-gates in the feedback and in
the D paths in order to avoid local clock inversion or, alternatively, the need for
distributing a pair of complementary clocks (fig. 7). This avoided large cross-over
contributions and partially traded speed for improved energy efficiency. Yet, in
order to keep wide margins of reliability, we rejected:

1. All dynamic and semi-static solutions [4].
2. All ratioed schemes, in which the functionality itself depends on transistor

sizing.

The proposed circuit (fig. 7 right) is basically a 6-transistor latch [4] with the
addition of: an output inverter to provide isolation from glitches that might
back-propagate from pin Q (2 transistors) to node B; an asynchronous reset
to keep the compatibility with our primitive latch (2 transistors). Hence, the
final circuit counts 10 transistors against the 21 transistors of the old latch
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Fig. 7. Old latch circuit out of the technology library (left); new low-power latch circuit
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circuit out of the technology library (fig. 7 left), occupying roughly one half of
the area. No inverted output was included because, in two-phase asymmetric
clocking strategy, at least half of the latches, namely the master-clocked ones,
make use only of the Q output. An external low-power inverter was added only
when necessary. It should also be mentioned that the transition, for which the
novel latch is more attractive in terms of energy dissipation, is when the clock
toggles without any change in the input signal D, a very frequent transition in
our design. While the new 10-transistor latch would dissipate nearly no energy
in this case, the original latch would be highly inefficient due to the inverter at
the clock input.

7 Final Simulation Results

By substituting the new slew-insensitive latch circuit for the original one in
design C, a more energy efficient design D has been derived. Spectre simulations
confirm the functionality and the energy savings of the new design: each latch
dissipates from three to six times less, enabling an overall energy saving of around
30% at 1.25V of D when compared to B (fig. 8). Moreover, the new slew-
insensitive latch circuits avoid any cross-point in the curves of fig. 8, relaxing
the frequency limitations discussed in sec. 5.

8 Conclusions

The conclusions that can be drawn from this work are the following:

1. Level-sensitive two-phase clocking is more energy efficient than SET one-
phase clocking (up to 20% in the reported circuits), due to its weaker timing
constraints (mainly in skew time and insertion delay), making clock buffers
and delay cells unnecessary.
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Fig. 8. Simulated energy consumption of D (dashed) compared to the energy con-
sumption of B (solid)

2. Yet, due to the slower clock ramps, a side effect of the lack of clock buffers,
the latches tend to dissipate more energy at higher supply voltages, compro-
mising the savings.

3. If traditional latch circuits are used, low supply voltage and large clock
ramp time restrict the energy savings to circuits with low clock frequency
(< 10.5MHz in the reported circuits).

4. Designing chips for nominal supply voltage and then simply scaling it down
leads to non-optimal solutions energy-wise. As a matter of fact, when lim-
iting the analysis at 2.5V in fig. 3, better choice would have been to go for
architecture B. Yet, at 1.25V, which appears a natural option for the sup-
ply voltage as both designs are still meeting the requested throughput, C
dissipates 20% less energy.

5. In two-phase low-power designs, the latches tend to become the critical en-
ergy sinks. Clock-slew-rate insensitive structures strongly favor low energy
dissipation (30% less than the SET one-phase clocking reference of this re-
port).

6. Clock-slew-rate insensitive latches enable extending two-phase intrinsic en-
ergy efficiency to designs that work at higher operating frequency. Fig. 8
shows no cross-over point between the two curves; hence, no frequency bound
in the energy efficiency is expected for D, as it was for C (see fig. 6).
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Abstract. DRAM idle power consumption consists for a large part of
the power required for the refresh operation. This is exacerbated by (i)
increasing amount of memory devoted to cache, that filter out many
accesses to DRAM, and (ii) increased temperature of the chips, which
increase leakage and thus data retention times. The well-known struc-
tured distribution of zeros in a memory, combined with the observation
that cells containing zeros in a DRAM do not require to be refreshed,
can be constructively used together to reduce the unnecessary number of
required refresh operations. We propose a value-based selective refresh
scheme in which both horizontal and vertical clusters of zeros are iden-
tified and used to selectively deactivated refresh of such clusters. As a
result, our technique significantly achieves a net reduction of the num-
ber of refresh operations on average of 31%, evaluated on a set of typical
embedded applications.

1 Introduction

Embedded DRAM (EDRAM) is viewed as viable design option for applications
with significant memory requirements, tight performance constraints and limited
power budgets. Embedded DRAM has lower density, requires a more expensive
mask set and fabrication process, but it offers a drastically improved energy-
per-access [1]. The energy efficiency of EDRAMs advantage may be reduced, or
even worse, compromised, if adequate countermeasures are not taken to address
its idle power consumption, caused mainly by the periodic refresh operation.
Refresh is a more serious problem for EDRAMs than for standard DRAMs for
two main reasons. First, technology options to reduce cell leakage cannot be as
aggressively pursued in EDRAM as in standard DRAMs, because of cost reasons,
and fundamentally as a consequence of the tradeoff between efficient logic and
efficient memory. Second, the presence of fast switching logic on the same die
causes higher-temperature operation, which increases leakage, thereby implying
an increase in refresh rate.

From the architectural viewpoint, faster refresh rates imply larger idle power
for EDRAM. The importance of idle power is magnified by the fact that DRAMs
are often used with a low duty cycle of busy periods, since DRAM accesses are
filtered by the higher levels of the memory hierarchy (i.e, fast and small SRAM
based caches). For these reasons, several researchers have proposed techniques
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for idle power minimization in EDRAM memories [4], which are also applicable
to generic DRAMs [5]. Most of these techniques aim at providing very low-power
shutdown states, either with loss of information or with significant access time
penalty. Alternative approaches aim at reducing power less aggressively than
with shutdown, while at the same time minimizing access time overhead [9, 11].

In this paper, we propose a low-overhead refresh power reduction technique
based on the concept of selective refresh. We exploit the well-known dominance
of zero bits in the data stored in DRAM, and by adding a limited amount of
redundant storage and logic (which is the overhead in our technique) to index
the memory blocks that contain a zero value, so as to eliminate refresh to these
blocks. As a result, our technique significantly reduces the number of refresh
operations, decreasing idle power. One important design exploration parameter
is the granularity at which we apply zero value detection and tagging. In this
work, we propose two alternative mechanisms, namely horizontal and vertical
zero clustering and we analyze the granularity at which they can be applied. Our
results, demonstrate that an average reduction of 31% of the refresh operations,
measured for different granularities.

2 Previous Work

The non-uniform distribution of values in memories have been exploited in sev-
eral ways, although this property has been mainly used in the context of caches,
with the objective of reducing the average access time or the total energy by
reducing the cost of memory reads using the “common-case” principle.

The frequent value (FV) cache [7] is based on the analysis of application
data usage, that allows to identify few frequently accessed data values; these
are stored in a small buffer, resulting in frequent access of the small buffer.
The experimentally observed dominance of zeros in a cache has been exploited
by the value-conscious cache [8], where a sort of hierarchical bitline scheme is
used to avoid discharging of the bitline whenever a zero value is stored. A similar
approach is used in the dynamic zero compression (DZC) architecture [6], where,
zero bytes are encoded using one bit, achieving energy reduction while accessing
zero bytes in cache.

Concerning architectural techniques that aim at reducing the energy impact
of refresh, Ohsawa et al. [9] propose two refresh architectures. The first one,
called selective refresh, is based on the observation that data need to be retained
(and thus refreshed) only for the duration of their lifetimes. The difficulty in the
implementation of this architecture lies in that it is not immediate to extract
this information, which may require some support by the compiler. The second
architecture, called variable refresh period, uses multiple refresh periods for dif-
ferent regions of the array, based on the fact that the data retention time of the
cells is not constant. This property was first exploited at the circuit level [10],
and has been refined in [9] by employing a refresh counter for each row, plus a
register that stores the refresh period of a given row. This idea has been elabo-
rated into a more sophisticated scheme in [11], where the idea variable refresh
period is applied on a granularity (a “block”) smaller than a row.
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3 Value-Based Selective Refresh

3.1 Motivation

The technique proposed in this paper is motivated by the observation of two
properties of DRAM memory systems. The first one is a consequence of the fact
that, since most of the memory references are filtered out by caches, only few
accesses go to main memory (normally a DRAM). This causes the contribution
of idle power consumption to become dominant, since refresh is a mandatory
operation. The plot in Figure 1 endorses this fact: it shows, for a set of bench-
marks, the split between refresh and access energy as a function of the refresh
period, referred to a system with 16KB of L1 Cache and no L2 cache. We notice
that the relative importance of refresh becomes dominant for refresh periods
around few million cycles; assuming a 200MHz frequency typical of a SoC, this
figure is equivalent to a few tens of ms, comparable to the refresh periods of
common EDRAM macros [2, 3]. Notice that the addition of a L2 cache would
make refresh energy even more dominant.
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Fig. 1. (a) Refresh vs Access Energy Split (b) Distribution of Zero Clusters

The second property is that memories, in general, tend to exhibit structured
distribution of 0’s and 1’s. This also holds for DRAMs, that besides the classical
high horizontal occurrence of 0’s (e.g., a large number of zero bytes), exhibit an
even more relevant vertical occurrence of 0’s. We will use the term clusters to
denote these subsets of rows or columns.

Figure 1-(b) shows the occurrence frequency of 0’s in a DRAM, relative to a
set of benchmarks. Values are relative to different granularities (8, 16, and 32)
of 0-valued clusters, either vertically or horizontally. The plot shows that, while
the number of horizontal zero clusters decreases quite rapidly as the cluster size
increases, vertical clusters are more frequent and do not decrease much for larger
cluster sizes: on average, 38% of the vertical 32-bit clusters contain all zeros.

Our idea is to use the latter property to reduce the number of refresh opera-
tions by observing that cells containing a zero do not need to be refreshed. Since
they can be grouped into clusters, it is possible to avoid the refresh of an entire
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cluster. In other words, we transform the operation of refresh, that is is done
independent of the value contained in the cell, into a value-dependent operation.

From the architectural standpoint, our value-based selective refresh consists
of grouping 0’s in clusters. The information regarding the value of each cluster
is stored in an extra DRAM cell. This cell stores a one if all bits in the cluster
are zero, and zero otherwise. From the observation of the data of Figure 1-(b),
clustering of zeros can be either horizontal or vertical, and hence, in this paper,
we investigate two different approaches to clusters zero cells.

3.2 Horizontal Zero Clustering(HZC)
Our approach to cluster zeros in the horizontal direction is similar to one pro-
posed by Villa et. al. [6], in which clustering of zeros is exploit to reduce dynamic
power dissipation in caches (SRAM). Figure 2-(a) shows the conceptual archi-
tecture of HZC. Each word line is divided in number of clusters each one having
its Zero Indicator Bit (ZIB). The ZIBs are placed in extra columns in the cell
array, depicted as vertical gray stripes in Figure 2-(a). As shown in Figure 3-(a),
depending on the content of ZIB cell, the local word line of the corresponding
cluster can be disconnected from the global word line. The operations of the
memory with HZC architecture can be summarized as follows.

Fig. 2. Architecture of (a) Horizontal and (b) Vertical Zero Clustering

– Refresh: During the refresh operation, the local wordline of the cluster is
connected or disconnected from the global wordline based on the content of
ZIB cell. Figure 3-(a) shows that refresh is not performed if the ZIB is one
(M2 is turned off, and M1 is turned on, grounding the local word line).

– Read: Read operation similar to refresh. During read, the ZIB is read and
depending on its value, the bits in the cluster will be read or not. If ZIB
stores a one, then the bits in the cluster are not read (we know that they
are all zero), whereas if it stores a zero they will be read out.

– Write: During write operation the ZIB bit is updated when its cluster is
written. The Zero Detect Circuit (ZDC) will detect if all cluster bits are zero;
if so, a ’1’ is written into the ZIB. The design of ZDC is very similar to the
to the one found in [6], and thus it is not reported here.
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Notice that during the read and refresh operations the ZIB is read; since the
read operation is destructive, the proposed scheme imposes a small read time
overhead. When the ZIB is ’0’, the cluster bits have to refreshed along with ZIB,
during the refresh operation. Referring to Figure 3-(a), we notice that, during
refresh, the bitline is pre-charged to Vdd/2 thus partially charging the capacitance
C of the ZIB and hence possibly turning transistor M2 off and hence cutting off
the local wordline of rest of the n bits. If we wait to restore the value of ZIB,
the local wordline will again be active and connecting the cluster bits to their
bitlines.

When the ZIB is ’1’, this indicates a zero cluster. This will cut off the local
wordline of the cluster during read. Thus, the sense amplifiers of the cluster’s
columns will remain in a meta-stable state. To avoid this problem, the sense
amplifier design has to be modified, as done in [6] (the modified circuit is not
shown here for space reasons).

3.3 Vertical Zero Clustering(VZC)

Vertical Zero Clustering(VZC) aims at detecting and exploiting the presence
of clusters of zeros in columns of the DRAM array. Figure 2-(b) shows the
conceptual architecture for VZC. Depending on the granularity of clustering
every n rows will have one Zero Indicator Row (ZIR). Each ZIR contains one
ZIB for each column in the DRAM array.

Since we add one ZIR for n rows, we need a separate decoder for ZIRs, which
will use higher-order address bits to access it, depending on the granularity. We
also add an additional column to the array, containing a set of dirty bit indicators,
one for each ZIR. These bits will be used to track writes and to ensure that the
ZIB bits are correctly updated (as discussed in detail later). Similarly to HZC,
VZC also requires support circuitry for each column of the array. These circuits
are shown in Figure 4-(a) and Figure 4-(b), that are used in different moments
by the different operations on the DRAM. Memory operations in the VZC can
be summarized as follows.

– Read: Read is performed as a normal read, the only difference being the
presence of the circuit depicted in Figure 4-(a).



Energy-Efficient Value-Based Selective Refresh for Embedded DRAMs 471

Fig. 4. (a) Selective Refresh Circuit: VZC (b) Write Circuit of ZIB

During read operation, the Read signal is held high, ensuring that the tran-
sistor M1 is turned on. Then, a normal pre-charge takes place, followed by
the read of the desired cell. Notice that the ATD signal in the figure is used
only during refresh to selectively disable the pre-charge of bitlines.

– Write: Write is also done in the usual way. Notice that as long as data is
just read from memory, the status of the clusters will not change. Conversely,
when a datum is written into the memory, it may modify the status of the
clusters; therefore, the status of the ZIB must be changed accordingly. This
may be a problem, since, in order to change the status of the ZIB, all rows of
the cluster must be read. Rather, we avoid this overhead by postponing the
ZIB update operation until the next refresh operation by zeroing the ZIB of
the cluster corresponding to the current write address. This operation also
sets the dirty bit of that ZIR by writing ’1’ to it. Based on the value of the
dirty bit, the next refresh operation of this cluster will determine the latest
status of ZIBs.

– Refresh: Refresh operation has two modes. One is the normal refresh op-
eration where zero clusters are not refreshed and the other one is the ZIB
update mode.
• Normal Refresh: Before starting the refresh of the first row of the cluster,

corresponding ZIR is read. Reading of ZIR is triggered by the Address
Transition Detection (ATD) signal. The ATD signal goes to one every
n rows that are refreshed, that is, when we cross the boundary of a
ZIR. The ATD signal triggers the ZIR read operation using the ZIR
decoder, shown in Figure 2-(b). As shown in Figure 4-(a), ATD will turn
on transistor M2 and depending on the value of ZIB the capacitor will
be charged or discharged. At the end of the read operation on ZIR, ATD
will go low.
If the ZIB is ’1’, a ’0’ will be produced at the output of inverter of Fig-
ure 4-(a). The read signal will be held low during the refresh operation,
so that the transmission gate M3 will be turned on, putting also tran-
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sistor M6 on. This, in turn, will turn the transistor M1 off cutting of
the pre-charge from bitline. Hence if the ZIB is ’1’ the pre-charge will
be for that particular column, will remain disabled for the next n rows.
Therefore, during row-based refresh operation, the bits of this column
belonging to the cluster will not be refreshed.
Conversely, if the ZIB is ’0’ this results in discharging the capacitance,
forcing the output of the inverter to ’1’. This will turn M6 off and and
M1 on, so that a normal refresh will occur.

• ZIB update mode: During the ZIB update mode, the status of the clusters
has to be determined to update the value of ZIB. This part of the circuit
is shown in Figure 4-(b). As explained above, before starting to refresh of
the first row of a cluster, the content of the ZIR for that cluster is read by
raising ATD high. Reading ZIR will read the dirty bit corresponding to
that ZIR. If the dirty bit is is set (i.e., the status of the ZIR is unknown)
this will turn transistor M2 on using the NAND gate. This will result in
charging the capacitance C. This will, in turn, result in putting ’1’ at the
Write Output, using transistor M1. All these operations occur when the
ZIR is read. Assuming ZIR is reset and its dirty bit is set, the regular
row based refresh will follow the ZIR read operation.
Notice that the ATD signal will go low before the row-based refresh
starts. During refresh if any of the bits of this given column is ’1’, then it
will put transistor M3 on and it will ground all the charged capacitances,
setting output of the inverter to ’1’. This will make Write O/P to go to
’0’. For those ZIRs which have the dirty bit set, the value of Write O/P
will be written back to the corresponding ZIR at the end of the refresh of
all the rows of the cluster. The end is actually detected, again, by ATD,
since after the refresh of the last row of the cluster it will move to the
first row of the next cluster.

The sequence of operations occurring during refresh of the VZC DRAM is
summarized in Figure 3-(b). When refreshing the first row of the cluster, refresh
operation will be performed after ZIB update and ZIR read. The following n−1
row refresh operations will be normal refresh operations. Notice that since the
content of the ZIR is built based on the content of DRAM cells, it has to be
refreshed as well. This is done when reading the ZIR, and does not require an
explicit refresh.

3.4 Write Impact on Refresh

In the VZC architecture, whenever a write comes, it resets the ZIR of the cluster
to which this write belongs and sets the dirty bit. Hence, on the next refresh,
this cluster will have to be refreshed. If during the same refresh period another
write comes to the same cluster then it will not change the status of ZIR since
this cluster has already been declared as “dirty”. Instead, if the write goes to
another cluster it results in destroying another cluster by reseting its ZIR. Hence,
on the next refresh this cluster will have to be refreshed as well. If many writes
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are distributed over different clusters this will jeopardize the opportunities to
save refresh to these clusters. This is also strictly related to the cluster size.
Experiments show that as we move towards coarser granularity, the percentage
of dirty clusters increases.

This is due to the fact that, even though distribution of writes to different
clusters is reduced, the total number of clusters is reduced. In general, how-
ever, this percentage remains quite small and hence, dirty writes do not reduce
significantly the impact of VZC.

4 Overhead Analysis

Both HZC and VZC architectures have some area and timing overhead. Here we
briefly discuss it with approximate quantification.

Concerning area, Table 1 summarizes different components contributing to
area overhead for HZC and VZC architectures for different cluster granularities
n. The percentage overhead is with respect to the area of that component in a
regular, non-clustered DRAM.

Table 1. Relative Percentage Area Overhead

HZC VZC
Components n=8 n=16 n=32 n=8 n=16 n=32

Data Matrix 37.5 18.7 9.3 12.5 6.25 3.12

Bitline 12.5 6.25 3.12 100

Wordline 100 12.5 6.25 3.12

Sel. Refresh negligible constant overhead

Row Decoder No Overhead 9–10 3–4 1–2

– Data Array: For the data array in HZC architecture every n bits we have
three extra transistors (2 n-MOS and 1 p-MOS, Figure 3-(a)), i.e., an over-
head of 3/n. In the VZC architecture we have an extra additional row for
every n rows, hence an overhead of 1/n. Notice that in HZC architecture the
p-MOS transistor drives the local wordline, and depending on the granular-
ity of the cluster, it has to be wide enough to drive it without introducing
an extra delay in reading.

– Bitlines: In the HZC architecture, we have an extra bitline for every n bit-
lines, while in the VZC architecture we have an extra wire running parallel
to every bitline (Figure 4-(a)). Though this wire is not an extra bitline, for
the sake of the overhead calculation we considered it as a bitline overhead.

– Wordlines: Due to divided wordline type of architecture (Figure 3-(a)) of
HZC, we have extra local wordlines, which has total length per row approx-
imately equal to the length of the global wordline. In the VZC architecture
we have an extra row for every n rows.
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– Row Decoders: While the HZC architecture does not need an extra row
decoder, the VZC architecture has an extra row decoder for decoding ZIRs.
Though the complexity of this extra row decoder is significantly smaller
than the main row decoder, its cost depends on n. As shown in the table,
with respect to the regular row decoder this extra row decoder has marginal
overhead. And its contribution to overall area overhead is very small, since
the dynamic logic based decoders themselves have complexity of 5 to 8 %
with respect to data matrix (considering transistor counts).

Delay, on the contrary, is slightly more critical for read operations. For the
HZC architecture read operation has a slight increase in delay since the ZIB has
to be read out to determine the value of the rest of the n bits. Whereas, in case
of VZC architecture, read operation is performed in the normal way, and hence
there is no visible increase in delay. Concerning the write operation, in the HZC
scheme during each write the zero detect circuit has to determine if there are
zero clusters or not, before committing the write to the lines. Hence there is an
increase in write time, determined by the delay of the zero detect circuit. Con-
versely, in the VZC architecture, write operation is carried as normally, followed
by the resetting ZIR and the setting of dirty bit. Hence, there is no sizable delay
increase during the write operation as well. Overall, the overhead of the VZC
architecture is smaller, and, even more important, it does not impact normal
read and write operations. This fact, coupled with the statistics of Figure 1-(a)
seems to make VZC a more competitive architecture than HZC.

5 Experimental Results

For our experiments we have used a modified version of the SimpleScalar-
3.0/PISA [12]. All our experiments are run using sim-outorder. We configured
simulator to have separate L1 Instruction (direct mapped) and Data cache (4-
way set associative), both of size 16KB with 32-byte block size. L2 cache has
been disabled, since the relatively limited execution time of the applications did
not allow to see sufficient traffic towards the DRAM.

During all our experiments we have kept data retention time of a DRAM
cell to be one million CPU cycles. Assuming a 200MHz frequency of a typical
SoC, this is equivalent to 5 milliseconds. We have used the MediaBench suite [13],
which includes various multimedia, networking and security related applications.
Most of the benchmarks have separate encoding and decoding applications.

Figure 5 plots the percentage of refreshes avoided by two the HZC and VZC
architectures, for different granularities of cluster. The plots correspond to en-
coding and decoding applications of the MediaBench benchmarks, Notice that
the reported values already account for the refresh overheads brought by HZC
and VZC, and are in fact equivalent to reductions of refresh energy.

In the plots, x v represent the relative savings brought by VZC architecture,
where x is the granularity of horizontal (h) or vertical (v) clustering. As can
be seen from plots, at the byte granularity both VZC and HZC bring almost
the same percentage of savings, but as we move towards granularity of 16 and
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Fig. 5. (a) Relative Refresh Energy Savings in Encoding (b) Decoding applications

32 bits, the dominance of VZC architecture becomes visible. As the plots show,
savings with VZC architecture for granularities of 8,16 and 32 bits are not too
different, whereas in case of HZC architecture the difference is large.

The average savings for the best architectures are 26.5% for HZC (cluster
size = 8) and 33% for VZC (cluster size = 32). Notice that VZC with cluster
size of 32 provides the best results, due to much smaller overhead.

6 Conclusions

In this paper, we have proposed two value-conscious refresh architectures suitable
for embedded DRAMs. Based on the observation that zeros do not need to
be refreshed, we group bits into clusters to avoid refresh of entire cluster. We
have explored clustering in both horizontal and vertical directions, and various
cluster sizes. Our experiments show that as we move towards higher granularity
vertical clustering become more effective than horizontal one. Due to smaller
overhead, for higher granularity vertical clustering offers substantial advantage.
Experimental results show that the best overall architecture, that is, vertical
clustering with cluster size of 32 provides a 33% reduction of refresh energy,
evaluated on a set of embedded multimedia applications.
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Abstract. Memory partitioning has proved to be a promising solution
to reduce energy consumption in complex SoCs. Memory partitioning
comes in different flavors, depending on the specific domain of usage and
design constraints to be met. In this paper, we consider a technique that
allows us to customize the architecture of physically partitioned SRAM
macros according to the given application to be executed. We present
design solutions for the various components of the partitioned memory
architecture, and develop a memory generator for automatically gener-
ating layouts and schematics of the optimized memory macros. Experi-
mental results, collected for two different case studies, demonstrate the
efficiency of the architecture and the usability of the prototype memory
generator. In fact, the achieved energy savings w.r.t. implementations
featuring monolithic architectures, are around 43% for a memory macro
of 1KByte, and around 45% for a memory macro of 8KByte.

1 Introduction

In current systems-on-chips (SoCs), memory takes, on average, more than half
of the silicon real estate. Since avoiding expensive external memory accesses is
a key objective for high-performance system-level design, these on-chip memo-
ries bear the brunt of memory accesses by the processor cores. With memories
accounting for the largest share of power consumption in SoCs, an emphasis has
been placed on the design of low power memories. Since process compatibility
and fast operation make SRAMs the favored choice for small-sized on-chip mem-
ories, this work focuses on a new low-power architecture for embedded SRAMs.
In particular, it describes the design and implementation of an automatic layout
generator for the new architecture.

One of the most successful techniques for memory energy optimization is
partitioning. The rationale of this approach is to sub-divide a large memory into
many smaller memories that can be accessed independently. Energy-per-access
is reduced because on every access only a single small memory consumes power,
while all the others remain quiescent. The partitioning approaches aim at finding
the ideal balance between the energy savings (accruing due to localized access
of small memory banks) and the energy, timing and area overhead (due to the
control logic and wiring needed to support the multiple partitions).

Partitioning of the memory can be at two levels: Logical and physical. The
former involves instantiating several smaller memory macros instead of the orig-
inal, monolithic one, and then synthesizing the control logic to activate one
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macro at a time [1–3]. In the latter approach, the internal circuitry of the mem-
ory macro is modified to enable mutually exclusive activation of sub-blocks in
the cell array [4, 5]. In physical partitioning, the block select logic is merged
with the word-line decoder, unlike logical partitioning. It also avoids duplica-
tion of precharge and read-write circuitry, as long as the blocks are in the same
segment [1] or partition, and it is thus proposed as a successful approach for
implementing energy-efficient memories. These memories are targeted for gen-
eral purpose applications and are composed of optimal uniform-sized partitions.
Logical partitioning approaches, however, have also attempted to use the pre-
dictability and non-uniformity of memory access traces in embedded software
to tailor the number and size of partitions to a particular application [3], and
achieved good results. The authors of [3] call this the MemArt approach.

Our proposal combines the benefits of physical partitioning with application-
specific tuning of the partitions. The work of [6] introduces energy models for
such an architecture. Based on these models, the authors formulate and solve the
problem of optimally choosing the granularity of the partitions and the bound-
aries for a given address trace, where the optimization objective is to minimize
energy under some given time constraints. Theoretical results show how the
application-specific physically-partitioned memories (referred in [6] and in the
sequel as Application-Specific Block-Enabled (ASBE) memories) outperform their
general-purpose counterparts, and how this solution is superior to application-
specific logical partitioning, thanks to its reduced overhead.

Here, we propose the design and implementation of a prototype memory
generator that creates ASBE memories, taking care to keep power consumption
of the peripheral circuitry to a minimum. In its preliminary implementation, the
memory generator design is equipped to handle memory sizes upto 8KByte (256
rows by 256 columns) and word sizes from 8 to 32 bits, although its extension
to handle larger memory macros does not present major difficulties and it is
currently underway in an industrial setting. It uses a modified MemArt algorithm
to generate the partitions and provides complete flexibility in the number of
partitions to be included in the memory macro.

We demonstrate the feasibility of the proposed ASBE memory architecture
by using the memory generator to realize two different memory macros for the
STMicroelectronics 130nm HCMOS9 process; the first is a 1KByte (256 x 32)
SRAM, customized for an application running on an ARM core, the second is
a 8KByte (256 x 256) SRAM for a program executed by a LX-ST200 VLIW
processor. The average energy savings w.r.t to monolithic implementations are
around 43% and 45% for the 1KByte and 8Kbyte SRAM macro’s respectively.

2 Previous Work

Constructing a memory using a memory module generator usually involves cre-
ation of a “basic” memory block, which is further combined architecturally to
form low-power memory configurations [1].
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Memories designed for general purpose systems, supporting an assorted mix
of applications, need to be partitioned into uniform, optimally sized partitions.
For memories in embedded SoCs, however, the access patterns can typically be
profiled at design time. Since these access patterns are non-uniform, a parti-
tioned architecture with the most frequently accessed addresses concentrated in
the smaller banks can be developed with great energy-delay savings [3]. In order
to reduce the number of memory blocks, and to improve the percentage accesses
in the smaller blocks, application-specific partitioning may require a re-ordering
of the memory addresses [2, 7]. On-the-fly reordering will originate a clustered
access trace that will yield a smaller number of partitions with improved access
frequency for the smaller blocks and predominantly dormant larger blocks. Be-
cause of its considerable advantages over the uniform partitioning approach, we
will focus on application-specific partitioning, as done in [6].

Logical partitioning is based on the precept that smaller memories have
smaller access cost than larger ones. This scheme requires control circuitry to
decode the address inputs and select the appropriate block, and some wiring
and area overhead in placing the blocks. So the partitioning should strike an
optimal balance between the energy savings from having smaller blocks and the
overhead involved in supporting them. In [3], starting from the execution pro-
file of an embedded application running on a given processor core, the authors
synthesize a multi-banked SRAM architecture optimally fitted to the profile.
Results on a set of benchmark applications run on an ARM processor showed
that the application-specific, logical partitioning approach provides significant
power reductions (34% on an average). However, there are a few crucial avenues
of improvement which we seek to address.

– In case we need to perform address clustering, reordering of addresses will
require additional logic to do the necessary address swapping. This additional
logic adds power, delay, area and wiring cost to the existing overhead. If the
reordering is significant, it can seriously offset the achievable energy benefits.

– Every memory bank is a complete memory block in itself, possessing its own
decoders, precharge, sensing and column multiplexing circuitry. This periph-
eral circuitry accounts for almost half the power consumed by SRAMs. Hav-
ing multiple banks will cause redundancy of this circuitry, and greater con-
sumption of power (with smaller blocks having higher overhead-per-block).

Both the above factors limit severely the extent of partitioning, and provide
a tight upper bound on the number of partitions. Physical partitioning, on the
other hand, involves creating partitions using bit-line and word-line division.

– A hierarchical divided bit-line (DBL) is presented in [4] by Karandikar and
Parhi. Multiple rows of 6T SRAM cells are grouped together hierarchically
to form blocks. Each block’s bit-lines are connected to the Global Bit-line
through pass-transistors controlled by the Block Select signal. By thus re-
ducing the capacitance on the bit-lines, active power and access time are
reduced by about 50% and 20% respectively, at a penalty of about 5% extra
transistors. This technique partitions the array horizontally.



480 Prassanna Sithambaram, Alberto Macii, and Enrico Macii

– In [5], Yoshimoto et al. describe a divided word-line (DWL) structure to
divide the Word-Line (WL) and select it hierarchically with minimal area
penalty. This division results in only the required bit-lines being selected and
precharged, thus saving considerable column current. It results in decrease in
word-selection delay. This technique partitions the memory array vertically.

Fig. 1. Physical Partitioning using DBL and DWL

Using a combination of the above two techniques, it is possible to create
a memory array partitioned horizontally and vertically as shown in Figure 1.
Together, they provide the framework within which physically partitioned mem-
ories optimally designed for specific applications are implemented.

3 ASBE Memory Macros

The two shortcomings of logical partitioning were duplication of peripheral cir-
cuitry and cost of control logic for address reordering. To minimize these, and
for memory partitioning to yield maximum benefits, it is necessary that the in-
ternal circuitry of the SRAM be tailored to the application. This would avoid
unnecessary decoding and, as it will be shown later, enable us to perform address
clustering at no cost for some addresses, and at a little cost for others.

The DBL and DWL physical partitioning techniques are general purpose
methods used to generate the “basic” memory block in [1]. As such, they are ap-
plied to originate uniform partitions of the memory cell array. The distinguishing
feature of the ASBE approach of [6] is that the DBL+DWL-based physical archi-
tecture of the memory is driven by the knowledge of the memory access profile in
such a way that the memory partitions fit around the addresses that are mostly
required, following the original MemArt principle described in [3] and properly
modified in [6] to account for the different costs of the various components of the
memory architecture. More specifically, the modified MemArt algorithm, which
is in charge of determining the optimal partitions of a ASBE memory macro
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based on the clustered access profile, requires accurate models for the evaluation
of access time and energy consumption of the ASBE memory architecture. Such
models were derived in [6] taking those used in Cacti [8] as the starting point.

The theoretical results of [6] (energy savings for the ASBE memory architec-
ture were evaluated using the aforementioned models) showed significant promise
in terms of achievable energy reductions. However, making ASBE memories us-
able in practice calls for the availability of an automatic memory generator,
whose purpose would be to take, as inputs, the aspect of the memory and the
partitions generated by the modified MemArt algorithm, and generate the mem-
ory array and the corresponding peripheral logic, including also the address
reorderer as part of the decoder.

The next sections outline a possible structure for the various parts of the
ASBE memory architecture, conceived in order to achieve minimum energy con-
sumption, and details on the design and implementation of a prototype tool for
automatic layout generation of such an architecture.

4 ASBE Memory Architecture

The ASBE memory architecture consists of the following major components: The
cell array, the row decoder (including also the address reorderer and the block
selector), the read circuitry, the precharge logic, the column multiplexers and the
write circuitry. Details on our implementation of such components are provided
in the remainder of this section.

4.1 Cell Array

The cell array consists of the following leaf cells:

– A 6T SRAM cell: This cell has 6 transistors with 2 cross coupled inverter
pairs. The noise margins for the cell are large and it can work at low VDD [9].
Other major advantages are higher speed and lower static current (conse-
quently lower power consumption) [10]. The layout is itself compact and an
advantage that accrues from this is that the length of the cell is more than
its breadth, so that the overall layout is finally skewed in favour of longer,
less expensive bit-lines. The sizing is such that, even for the largest memory
array we can manage at this time (i.e., 256 x 256), the bit-lines are longer
than the more expensive word-lines.

– A pass transistor for every block: It connects the local bit-lines of a bank to
the global bit-lines, according to the DBL approach. The cell incurs a 15%
area penalty over the normal SRAM cell.

– An AND gate: It splits a row into local word-lines. According to the DWL
approach, the global word-line and the column select line are AND-ed to
decide the word to be accessed. Since it lies in the critical path for access-
time, a high speed AND from the technology library is adapted.
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To minimize power and delay due to parasitic capacitances, all signals span-
ning multiple cells, like the global word-line, the global bit-line, the column select
and so on, involve higher metal layers. All cells also share maximum possible con-
tacts to minimize chip area and wiring of the array [11]. A layout of the cell array
is shown in Figure 2.

4.2 Row Decoder

For a normal access, the row decoder consumes upto half the access time and a
significant fraction of the total RAM power [12]. While the logical function of
the decoder is simple – it is equivalent to 2n n-input AND gates – there is a
large number of options for how to implement this function.The option we have
considered assumes hierarchical decoding.

Since the row decoder is on the critical path, a fast wide-NOR implementa-
tion for the decoder is proposed by Caravella in [13]. Amrutur in [12] also favors
the speed gains and scalability of a wide-NOR implementation over others. How-
ever, scalability is not a major issue as the target basic block for an embedded
environment does not need to be very big. Also, our focus is on low-power de-
sign, at possibly a slight expense of delay. In [10], Hezavei et al. have compared
the performance of six different circuit styles, static, dynamic and skewed im-
plementations of NAND and NOR logic, for row decoders. Based on the results
reported in their paper, we opt for a dynamic, NAND-based pre-decoder, which
consumes the least power and is quite competitive in terms of delay. A layout of
the two stage NAND decoder is shown in Figure 3.

Fig. 2. Memory Cell Array Fig. 3. Two Stage NAND Decoder

The work of [10] also outlines how dynamic logic enables the implementation
of a pulsed word line (PWL) scheme with no additional hardware overhead. The
dynamic NAND gates provides pulsed outputs, the duration of which can be
controlled. This is used to minimize the duration of active input on word lines,
by deactivating the Word-Lines (and SRAM cells) before the bit-line voltages
make a full swing. This leads to reduced power consumption and greater speed.
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The last point to be considered for the decoder architecture regards the
address reordering and clustering function. Figure 4 illustrates how address re-
ordering is achieved at no cost by swapping the pre-decode lines that are AND-ed
at the decoder stage (in the example, addresses of row 0 and row 1 are ex-
changed.) This step is performed run-time when the application-specific decoder
is created.

Fig. 4. Address Re-ordering Fig. 5. Layout of Sense Amplifier

4.3 Read Circuitry

It consists of the sense amplifiers and of the isolated bit-line (IBL) logic. A full
swing on the bit-line is a slightly slow operation. Hence, sense amplifiers are used
to sense the slight voltage difference and amplify it to a correct data value [9].
Since our primary purpose here is to demonstrate the memory architecture and
build a modular generator for it, we have opted for a simple single-stage im-
plementation as in [11] (Figure 5). Concerning, the IBL logic, in [10] a pair of
isolation transistors are used to disconnect the sense amplifier from the bit-lines
by the time the correct data is detected. It helps reducing read power as it pre-
vents complete swing on bit-lines. It also disconnects the sense amplifiers during
write operation as they are not needed. The isolation transistors can be turned
off after a minimum 10% voltage difference is sensed between the lines.

4.4 Precharge, Column MUX, Write Circuitry

For precharge, we use a pair of pull-up transistors per column [10], and one
more to equalize bit-line and inverted bit-line. These are turned on before each
read/write operation, pre-charging and equalizing both bit-line and inverted bit-
line to a high voltage, and then will be switched off at the beginning of the
operation leaving the bit-lines at the same voltage.

The column MUXes are used to avoid replication of the read/write circuitry
and also to selectively precharge only the required words in a row (DWL). When
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a precharge operation is performed, the column MUX’s also disconnect the bit-
lines from the read/write circuitry. This minimizes the occurrence of a direct
Vdd/Gnd path in the column, which is one of the major sources of power dissi-
pation [10]. A simple tree MUX [9] is adapted for this work.

The write circuitry involving two pass transistors controlled by the write and
inverted write signals are used to control the write operation [10]. During the
write operation, only one of write and inverted write is active, and the connected
pass transistor grounds the relative line forcing a zero voltage to that line. If bit-
line is forced low, a zero is written, and vice-versa.

5 ASBE Memory Generator

The ASBE memory generator for the architecture works in two steps: Simulating
the application and using its trace to generate the partitioning schema, and then
assembling custom-built basic blocks to generate the schematic and the layout
of the memory. The sub-sections below deal with the two steps in greater detail.

5.1 Obtaining the Partitions

The source code of the application is compiled and the executable fed to an
instruction-level simulator (ISS) for the processor architecture of choice, together
with the memory specification parameters. The ISS generates the dynamic ad-
dress trace, which is provided as input to the modified MemArt partitioning
engine to obtain the partitions (or horizontal cuts) of the ASBE memory.

5.2 Generating the ASBE Memory

The ASBE memory macro generator produces the schematic and layout of an
SRAM, given its dimensions and partition sizes.

The leaf cells of the SRAM core, decoders, sense amplifiers, precharge and
write circuitry were custom laid-out using Cadence Virtuoso. Cadence SKILL
code was used to instantiate the leaf cells and to make necessary routings at
appropriate coordinates, thus generating the schematic and the layout of the
complete SRAM partition. The simulations were performed using the Cadence
Analog Artist simulator, and a 130nm HCMOS technology provided by STMi-
croelectronics was used for the design.

The entire memory is composed of partitions, each complete with its own de-
coding and sensing circuitry. Every partition consists of numerous DBL “banks”
or “blocks”, each of which can be independently enabled, one at a time. The
shape of the partition, ie the memory core, is also a critical parameter in the
final performance of the SRAM [14].

The width of the partitions is limited by the word-line load. Since the word-
line is in the critical path of the decoder, the word-line capacitance and the
resulting delay and energy consumption becomes unacceptable if it is too long.
The maximum width supported by the current version of the memory generator
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is 256 cells, with the minimum word size equal to 8. Two factors limit the
length of the partition. One is the bit-line load, which grows with the number of
banks into which the partition is divided. The second factor is the row-decoding
capacity, ie maintaining a low energy consumption, and still meeting the timing
constraints. The current maximum size of the partition is 256 x 256 bits, or
8KByte. However, since the bit-lines are in metal 3 and the word-lines in metal
2 (which has higher parasitic capacitance), having bit-lines longer than the word-
lines may offer better results.

A few considerations that went into designing the memory generator were:

1. Focus on low power architecture and implementation.
2. A modular, leaf-cell independent design. Any changes in the layout of the

leaf cells requires only a change of specified parameters in the memory gen-
erator. This enables the generator code to be generic and easily adaptable
to different technologies. For eg, we can replace a 6T SRAM cell with a 4T
SRAM cell, or the NAND pre-decoders with wide-NOR pre-decoders. The
generator design is modular, and hence not concerned with how a particular
functionality is achieved.

3. Complete flexibility in the location of the ’cuts’, or partition sizes of the
memory array.

4. Flexibility in word size and words-per-line in the array.
5. Flexibility in the memory sizes that can be generated.

6 Experimental Results

To validate the applicability of the ASBE memory architecture and the quality of
the layouts obtained through the ad-hoc memory generator, we have considered
the source code of a typical embedded application (i.e., a video decoder), and we
have compiled it for two different platforms: An ARM7TDMI RISC core with
a code memory of 1KByte and a LX-ST200 VLIW core with a code memory of
8KByte.

We have run memory profiling by means of the ARMulator for the ARM
core and LX-ISS for the LX-ST200 core and captured the memory access traces.
Both traces were fed to the modified MemArt engine of [6] to obtain number,
sizes and addressing spaces of the memory partitions.

For each of the two case studies, memory size and partition specification
have been provided to the ASBE memory generator, in order to obtain the final
layout of the complete ASBE memory architecture. Parasitic extraction, as well
as timing and power simulations were performed using Cadence Virtuoso ICFB.
The reference technology for both logic and cell array is the 130nm HCMOS9
by STMicroelectronics.

Area, delay and energy results for the two ASBE memory macros are reported
in Tab. 1. For comparison reasons, the same table includes also data regarding
the monolithic SRAM macros, as well as two instances of uniformly partitioned
memories (one made of 32 partitions of 8 rows each and one containing 16
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Table 1. Results: Energy, Access Time and Area

Platform Monolithic Uniform (32 part.) Uniform (16 part.) ASBE
E D A E D A E D A E D A

[nJ] [ns] [μm2] [nJ] [ns] [μm2] [nJ] [ns] [μm2] [nJ] [ns] [μm2]

ARM7TDMI 4.3e06 0.31 144052 2.8e06 0.28 145279 2.7e06 0.28 145485 2.4e06 0.29 144751

LX-ST200 2.1e07 1.36 518393 1.3e07 1.34 520664 1.2e07 1.33 521089 1.1e07 1.34 519809

Table 2. Results: Savings w.r.t. Monolithic Memory

Platform Uniform (32 part.) Uniform (16 part.) ASBE
Δ E Δ D Δ A Δ E Δ D Δ A Δ E Δ D Δ A
[%] [%] [%] [%] [%] [%] [%] [%] [%]

ARM7TDMI 34.83 7.96 -0.85 37.15 9.55 -0.99 43.34 6.05 -0.48

LX-ST200 38.86 1.97 -0.43 42.03 2.63 -0.52 45.34 1.68 -0.27

partitions of 16 rows each). Savings (positive numbers) and overheads (negative
numbers) w.r.t. the monolithic memories are collected in Tab. 2.

From the results we can observe, first, that the best energy savings for both
case studies come from the ASBE macros, and not from the uniformly-partitioned
implementations; this is in line with the theoretical results obtained in [6], thus
confirming the viability and effectiveness of the ASBE memory architecture and
its superiority if compared to uniform memory partitioning. From the data we
can also evince the quality of the generated layouts; in fact, area occupation
is slightly better than in the case of the uniformly partitioned memories, while
timing is basically the same (and, obviously, better than for the monolithic
architectures).

7 Conclusions

In this paper, we have pursued the objective of combining profile-driven tech-
niques with physical partitioning in order to automatically generate energy-
efficient partitioned memory architectures specifically customized for a given
software application. We have contributed design solutions for the various com-
ponents of the ASBE memory architecture, and described the implementation
details for a prototype ASBE memory generator.

We have validated the results of automatic memory generation by means of
two realistic case studies; results have confirmed the quality of the generated
layouts and their efficiency in terms of energy, delay and area.

Concerning future work, we plan to investigate alternative architectures for
low-power, low-overhead implementation of the memory decoder. This would al-
low us to release the constraint on the size of the ASBE macros that the generator
can currently handle (256 x 256 bits). In addition, we intend to explore more
efficient schemes for address clustering than those presented in [7], as coming up
with an optimal reordering scheme would result in an improved quality of the
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partitions. On a longer term, we will work towards the integration of the ASBE
memory generator algorithms into an industrial framework for SRAM synthesis.
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Abstract. Violations in the timing constraints of a clocked register can
cause a synchronous system to malfunction. The effects of parameter
variations on the timing characteristics of registers that determine the
timing constraints are investigated in this paper. The sensitivity of the
setup time and data propagation delay to parameter variations is demon-
strated for four different register designs. The robustness of each register
design under variations in power supply voltage, temperature, and gate
oxide thickness is determined.

1 Introduction

Scaling of on-chip feature size has been the dominant characteristic in the evolu-
tion of integrated circuits. This trend has produced phenomenal improvements
in circuit functionality and performance by increasing the number of transis-
tors on-chip and the transistor switching speed. The continuous quest for higher
circuit performance has pushed clock frequencies deep into the gigahertz fre-
quencies range, reducing the period of the clock signal well below a nanosecond.
This development has resulted in hundreds of thousands of clocked registers that
control the flow of data within a circuit under strict timing constraints [1]. Vi-
olation of the timing constraints at a register can cause incorrect data to be
latched within a register, resulting in a system malfunctioning.

To satisfy the timing constraints at the clock registers, tight timing control
upon the delay of signals arriving at the registers is required. Effects such as
variations in process and environmental parameters [2, 3] and interconnect noise
[4] can introduce uncertainty in signal delay. Delay uncertainty can cause a
violation of the tight timing constraints in a register, especially at the most
critical data paths within a system [5].

In addition to uncertainty in signal propagation delay, parameter variation
effects may also affect the performance of devices within a clocked register. Vari-
ations in transistor switching speed [6] can affect the timing characteristics of a
register, thereby causing timing constraint violations. Therefore, a system mal-
function may occur, not only due to uncertainty in the signal propagation delay,
but also due to variations in the timing characteristics within a register.
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In this paper the effects of process and environmental parameter variations
on the timing characteristics of clocked registers are investigated. The sensitivity
of the timing constraints is evaluated for four different clocked register designs.
A brief summary of the timing characteristics of clocked registers is presented in
Section 2. The clocked register designs are introduced in Section 3. The effects
of variations in power supply voltage, temperature, and gate oxide thickness on
the clocked registers are discussed in Section 4. Finally some conclusions are
presented in Section 5.

2 Timing Characteristics of Clocked Registers

A common feature among clocked registers is the use of a common synchronizing
signal, namely the clock signal, to control the timing of the data storage process.
Depending upon the temporal relationship between the clock signal and the data
being latched, registers are classified into latches and flip-flops [1]. In latches,
input data is latched while the clock signal is maintained at a specific voltage
level. Therefore, latches are characterized as level-sensitive registers. In flip-
flops, the input data signals are latched by a transition edge in the waveform
of the clock signal. For that reason flip-flops are also described as edge-triggered
registers. The four clocked register designs considered in this paper are edge-
triggered registers.

Data is successfully stored within a register if the following timing constraints
between the input data signal and the clock signal are satisfied:

– Setup time (TSETUP ), which determines the minimum time that the value
of the data signal should be valid before the arrival of a latching clock signal.

– Hold time (THOLD) that specifies the minimum time that the data signal
should remain at a constant value after data storage is enabled by the clock
signal.

Furthermore, the propagation delay of the output signal of a register is de-
termined in terms of the temporal relationship between the input data and clock
signal:

– Clock propagation delay (TC−Q) is defined as the delay between a latching
event of the clock signal and the time the latched data is available at the
output Q of a register.

– Data propagation delay (TD−Q), is the delay between the arrival of a data
signal at the input D of a register and the time the data is available at the
register output Q. Data propagation delay can also be determined as the
sum of the setup time TSETUP and the clock propagation delay TC−Q.

In this paper, the effects of parameter variations on the timing characteristics
and constraints of clocked registers are considered. In particular the variations in
the clock propagation delay (TC−Q) and setup time (TSETUP ) are investigated.
These two parameters determine the temporal relationship among the input and
output signals of a register and the clock signal.
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3 Flip-Flop Designs

The four flip flop designs considered in this paper are introduced in this sec-
tion. The flip flops are simulated for 0.18μm technology at 1.8 Volts nominal
power supply voltage. The timing characteristics of each flip flop are listed in
Table 1. The optimal setup time TSETUP is determined in order to achieve the
minimum data propagation delay TD−Q. Notice in Table 1 that the minimum
data propagation delay TD−Q for each flip flop is the sum of the optimum setup
time TSETUP and the corresponding clock propagation delay TC−Q. The values
for TSETUP , TC−Q, and TD−Q are determined for “infinite” hold time, meaning
that the input data signal is not switched until the end of the clock period. The
THOLD values listed in Table 1 are determined such as the clock propagation
delay is maintained within 3% of the nominal TC−Q value.

Table 1. Timing characteristics at nominal parameter values

Flip Flop Optimal
TC−Q(ps)

Minimum
THOLD(ps)

Design TSETUP (ps) TD−Q(ps)

MUX 56 120.7 176.7 20
PPC603 80 191.4 271.0 0
SAFF -5 194.4 189.4 80
HLFF -10 165.2 155.2 130

The flip flop designs listed in Table 1 are the Multiplexer Flip Flop, the
PowerPC 603 Flip Flop, the Sense Amplifier Flip Flop, and the Hybrid Latch
Flip Flop. These designs are presented in the following sections.

3.1 Multiplexer Flip-Flop

The multiplexer master-slave flip flop design (MUX) [7] has the shortest TC−Q

delay among all of the flip-flops listed in Table 1. A schematic diagram of the
MUX flip-flop is illustrated in Figure 1. As shown in Figure 1, two transmission
gate latches are connected in series and form a master-slave configuration. Both
phases of the clock signal (CLK and CLK) are used as the select signals for the
transmission gate multiplexers.

Master
Latch

Slave

D
QX

CLK

CLK

CLK

CLK

Latch

CLK

CLK

CLK

CLK

Fig. 1. Multiplexer Flip Flop
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3.2 PowerPC 603 Flip Flop

The PPC603 flip flop [8] illustrated in Figure 2 is originally designed for the
PowerPC 603TMmicroprocessor1. As shown in Figure 2, the PPC 603 flip flop is
based on a master-slave configuration and both phases of the clock signal are re-
quired for latching data. The PPC603 flip flop has the longest TD−Q propagation
delay among the considered register designs as listed in Table 1.

Master
Latch

Slave

D
QX

Latch

CLK

CLKCLK

CLK

Fig. 2. PPC 603 Flip Flop

3.3 Sense Amplifier Flip Flop

The Sense Amplifier flip flop (SAFF)[9] is also based upon the master-slave
principle, however, a differential sense amplifier is used for the master stage. A
diagram of the SAFF is illustrated in Figure 3. It is shown in Figure 3 that a
single phase of the clock signal is required, albeit the use of differential input
data signals. As listed in Table 1, the optimum setup time for the SAFF is
negative. Therefore, in order to achieve minimum TD−Q delay the input data
signal should arrive later than the positive edge of the clock signal.

Master

Slave
SR Latch

Q Q

D D

CLK

X Y

Stage

Fig. 3. Sense Amplifier Flip Flop

1 PowerPC 603TMis a registered trademark of International Business Machines Cor-
poration
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3.4 Hybrid Latch Flip Flop

The hybrid latch flip flop design (HLFF) [10] is illustrated in Figure 4. HLFF is
a pulsed latch register, different from the master-slave designs presented so far.
An inverter chain is used to generate a delayed pulse of the clock signal. During
that pulse the precharged node X within the flip flop evaluates and the input
data is latched. As listed in Table 1, the optimum setup time of the HLFF is
negative, and the TC−Q delay is the shortest among the four flip flop designs.
However, the required hold time (THOLD) is longer than the THOLD of any other
design.

D

CLK

Q

X

CLKp

M0

NMOS
Output

Stack

Fig. 4. Hybrid Latch Flip Flop

4 Delay Variations

The effects of parameter variations on the timing characteristics of the flip flops
presented in Section 3 are investigated in this section. In particular, the effects
of variations in power supply voltage (VDD), temperature (Temp), and gate
oxide thickness (tox) on the clock propagation delay (TC−Q) and setup time
(TSETUP ) of each register are demonstrated. The variation in TC−Q delay due
to parameter variations is determined when the setup time of the data signal
is equal to the optimal setup time listed in Table 1. Furthermore, for each flip
flop design, the increase in the setup time to maintain constant TC−Q delay
under parameter variation effects is evaluated. The effects of VDD variations are
discussed in section 4.1. The effects of variations in temperature are presented in
section 4.2 and the variations in gate oxide thickness is discussed in section 4.3.

4.1 VDD Variations

In high performance synchronous integrated circuits, effects such as the IR volt-
age drop and L di

dt noise can affect the voltage level at the power supply [11].
Furthermore, power saving mechanisms such as clock gating and system standby
that control the switching activity of large circuit blocks within an IC may also
affect the power supply voltage level. The effects of VDD variations on the timing
characteristics of registers are demonstrated in this section.

The effect of power supply voltage drop on the timing characteristics of the
MUX flip-flop are illustrated in Figure 5. The TSETUP and TC−Q delays under
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nominal VDD value are shown in Figure 5(a). With decreasing VDD the clock
propagation delay increases, as shown in Figure 5(b). Further reduction in the
power supply voltage causes the flip flop to malfunction as illustrated in Figure
5(c). However, the effects of VDD drop can be compensated by increasing the
TSETUP time as shown in Figure 5(d).
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(d) Compensation at VDD = 1.46V

Fig. 5. Effect of VDD drop on clock propagation delay TC−Q

The increase in the TC−Q of each flip flop design is evaluated for a drop on
the power supply voltage of 33% below the nominal VDD value and the results
are illustrated in Figure 6. Notice in Figure 6 that the operation of the HLFF
flip flop fails for power supply drops below the nominal VDD value. Furthermore,
the MUX and PPC603 flip flops are operational for up to 18% drop in the power
supply. As shown in Figure 6 the SAFF is the most robust design under VDD

variations. The SAFF flip flop remains operational for a full drop in power supply
voltage of 33% below the nominal VDD value. Furthermore, the percent increase
in the TC−Q delay is the smallest compared with the other designs.

In addition, the increase in the setup time of the flip flops in order to maintain
a constant TC−Q value under power supply variations is evaluated. The increase
in TSETUP for each flip flop, and also the range of VDD voltage drop that the
clock propagation delay remains constant are presented in Figure 7. As shown in
Figure 7, increasing the setup time for the PPC603, SAFF, and HLFF flip flops
can only maintain TC−Q constant for a 6% drop in power supply. Increasing the
setup time of the MUX flip flop is much more efficient in keeping the value of
TC−Q constant as shown in Figure 7. In addition, notice in Figure 7 that the
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Fig. 6. Increase in TC−Q with falling VDD
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Fig. 7. Increase in TSETUP to maintain TC−Q constant under VDD drop

SAFF requires an increase of 500 ps in the setup time (over 10000%) in order to
maintain TC−Q constant.

4.2 Temperature Variations

With increasing die area, circuit density, and on-chip power dissipation the vari-
ation of temperature across an integrated circuit becomes significant. The oper-
ating temperature of a circuit block depends upon the proximity to a hot spot
within a die. Therefore, the effects of temperature on circuit performance are
non-uniform across a die. The effects of temperature variations on the regis-
ter clock propagation delay and setup time constraints are investigated in this
section.

Variations in the operating temperature within the range of 27oC to 90oC
(an increase of 245% above the nominal value) are considered for the four flip
flop designs. The increase in TC−Q with increasing temperature while TSETUP

is maintained constant is illustrated in Figure 8. As shown in Figure 8, the
operation of the HLFF fails for operating temperatures above the nominal value.
Increasing the operating temperature has similar effect to TC−Q of the MUX,
PPC603 and SAFF designs. As shown in Figure 8, the TC−Q delay of SAFF is
the most robust under operating temperature variations.

In addition, the effect of increasing the setup time to compensate for tem-
perature variations is investigated. The increase in TSETUP and operating tem-
perature for which the clock propagation delay remains constant are presented
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Fig. 8. Increase in TC−Q with increasing temperature
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Fig. 9. Increase in TSETUP to maintain TC−Q constant under temperature variations

in Figure 9. It is shown in Figure 9 that increasing the setup time for the MUX
and PPC603 flip flops results in maintaining TC−Q constant for the entire range
of temperature variation. Furthermore, HLFF is the most sensitive design to
temperature variations since increasing the setup time can compensate for an
increase in the operating temperature of only 20% above the nominal value.

4.3 Gate Oxide Thickness Variations

As the on-chip feature size is decreased the effects of variations in the manufac-
turing process are aggravated. One of the device parameters that is susceptible
to imperfections of the manufacturing process is the gate oxide thickness (tox)
with a nominal value below 20 angstroms for the current technology nodes [12].
The slightest variation in the gate oxide deposition process can create a signif-
icant variation in tox. In this section the effects of tox variation within 10% of
the nominal tox value on the clock propagation delay TD−Q and the setup time
TSETUP of the registers are demonstrated.

The increase in TC−Q of the flip flop designs due to variations in tox while
TSETUP is constant is presented in Figure 10. As shown in Figure 10 the op-
eration of HLFF fails for tox values above nominal. It is also shown in Figure
10 that TC−Q of the MUX flip flop is more sensitive to tox variations compared
with the clock propagation delay of the PPC603 and SAFF designs.

Furthermore, the effect of increasing setup time in order to compensate for
variations in tox is investigated. The increase in TSETUP to achieve constant
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TC−Q and the percent increase in gate oxide thickness are illustrated in Figure
11. As shown in Figure 11, increasing the setup time for the MUX, PPC603, and
SAFF flip flops results in maintaining TC−Q constant for the entire range of tox

variation. However, increasing the setup time of the HLFF can only compensate
for a variation of 6% in tox as illustrated in Figure 11.
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Fig. 11. tox Increase for which TC−Q is Maintainable

5 Conclusions

The effects of variations in power supply voltage, temperature, and gate oxide
thickness on the timing characteristics of high performance clocked registers are
demonstrated in this paper. It is shown that the hybrid latch flip flop (HLFF)
is the most sensitive design to parameter variations due to violations of internal
timing conditions. In addition, it is shown that the clock propagation delay
TC−Q of the sense amplifier flip flop (SAFF) is the most robust under parameter
variations, when the setup time TSETUP is constant. However, maintaining the
TC−Q of SAFF constant required the greater percent increase in the setup time of
the input data signal. The multiplexer and PowerPC 603 flip flops demonstrated
similar sensitivity to variations in VDD, temperature, and tox. Maintaining the
TC−Q of the MUX flip flop constant required the smallest increase in setup time
among the four register designs.



Parameter Variation Effects on Timing Characteristics 517

References

1. I. S. Kourtev and E. G. Friedman, Timing Optimization Through Clock Skew
Scheduling. Norwell Massachusetts: Kluwer Academic Publishers, 2000.

2. S. Sauter, D. Schmitt-Landsiedel, R. Thewes, and W. Weber, “Effect of param-
eter variations at chip and wafer level on clock skews,” IEEE Transactions on
Semiconductor Manufacturing, vol. 13, no. 4, pp. 395–400, November 2000.

3. S. Natarajan, M. A. Breuer, and S. K. Gupta, “Process variations and their impact
on circuit operation,” Proceedings of the IEEE International Symposium on Defect
and Fault Tolerance in VLSI Systems, pp. 73–81, November 1998.

4. K. T. Tang and E. G. Friedman, “Delay and noise estimation of cmos logic gates
driving coupled rc interconnections,” Integration, the VLSI Journal, vol. 29, no. 2,
pp. 131–165, September 2000.

5. D. Velenis, M. C. Papaefthymiou, and E. G. Friedman, “Reduced delay uncertainty
in high performance clock distribution networks,” Proceedings of the IEEE Design
Automation and Test in Europe Conference, pp. 68–73, March 2003.

6. R. Sitte, S. Dimitrijev, and H. B. Harrison, “Device parameter changes caused by
manufacturing fluctuations of deep submicron mosfet’s,” IEEE Transactions on
Electron Devices, vol. 41, no. 11, pp. 2210–2215, November 1994.

7. N. H. Weste and D. Harris, CMOS VLSI Design: A Circuits and Systems Perspec-
tive, 3rd ed. Boston: Addison-Wesley, May 2004.

8. G. Gerosa, S. Gary, C. Dietz, D. Pham, K. Hoover, J. Alverez, H. Sanchez, P. Ip-
polito, T. Ngo, S. Litch, J. Eno, J. Golab, N. Vanderschaaf, and J. Kahle, “A 2.2
w, 80 mhz superscaler risc microprocessor,” IEEE Journal of Solid-State Circuits,
vol. 29, no. 12, pp. 1440–1454, December 1994.

9. V. Stojanovic and V. G. Oklobzijia, “Comparative analysis of master-slave latches
and flip flops for high-performance and low-power systems,” IEEE Journal of Solid-
State Circuits, vol. 34, no. 4, pp. 536–548, April 1999.

10. H. Partovi, R. Burd, U. Salim, F. Weber, L. DiGregorio, and D. Draper, “Flow-
through latch and edge-triggered flip-flop hybrid elements,” IEEE International
Solid-State Circuits Conference, pp. 138–139, Febuary 1996.

11. A. V. Mezhiba and E. G. Friedman, Power Distribution Networks in High Speed
Integrated Circuits. Norwell Massachusetts: Kluwer Academic Publishers, 2004.

12. S. I. A., “The national technology roadmap for semiconductors,” Semiconductor
Industry Association, Tech. Rep., 2003.



Low-Power Aspects
of Nonlinear Signal Processing

Konstantina Karagianni and Vassilis Paliouras

Electrical and Computer Engineering Department
University of Patras, Greece

Abstract. This paper discusses techniques that reduce the complexity
and power dissipated by nonlinear operators in a digital signal processing
system. In particular, a technique is presented that allows the designer
to trade signal quality measured in SNR for power dissipation reduction.
Signal quality refers here to the severity of the impact of overflow. The
proposed approach is based on the nonlinear operation of saturation,
as a means to control overflow. Furthermore, the organization of digital
circuits for the computation of powers is discussed.

1 Introduction

Nonlinear behavior arises in a system due to its nature or is deliberately in-
troduced by the designer. While the variety of possible nonlinear elements in a
system is infinite, it is possible to distinguish several categories:

1. Computation of value nonlinearities, such as as powers, sinusoids, and expo-
nentials;

2. Bilinear systems, linear in the state and input separately;
3. Piecewise linear systems; and
4. Nonlinearities with memory.

The particular categorization is implied by both the theoretical techniques em-
ployed to analyze the behavior of these systems, as well as implementation-
related issues. This paper focuses on value nonlinearities from the digital sys-
tem implementation viewpoint. This category comprises nonlinearities that exist
practically in all digital signal processing systems, due to the finite-word length
limitations of data representation.

A common technique to combat overflows in digital signal processing systems
is the use of saturated arithmetic. Saturation is a nonlinear behavior exhibited in
several diverge contexts [1]. The digital counterpart is commonly used to mitigate
the effect of potential overflows on signal quality [2]. This paper discusses a
technique to reduce both the complexity of saturation and the underlying power
dissipation.

Other kinds of memoryless nonlinearity, usually found in the implementation
of a digital signal processing system include the computation of powers of the
signal. This paper proposes a design technique to derive new low-complexity
circuits for the computation of the Nth power of a number.

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 518–527, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Low-Power Aspects of Nonlinear Signal Processing 519

The remainder of this paper is organized as follows: Section 2 discusses the
basics of saturated arithmetic and proposes a technique to minimize the corre-
sponding power dissipation. Section 3 discusses a design technique to minimize
the complexity of the computation of powers. Finally conclusions are discussed
in section 4.

2 Saturated Arithmetic

Quantization is a form of nonlinearity inherent in digital signal processing sys-
tems, due to the nature of the finite word length representations.

Saturation is a common nonlinearity in signal processing. When a partial re-
sult exceeds the available dynamic range offered by the adopted representation,
it is replaced by a number of the same sign and of the maximum absolute value
that can be represented in a given representation. The hardware unit that im-
plements saturation arithmetic is called limiter [2]. The operation of saturation
performed by the limiter, is described by:

Q(x) =

⎧⎨⎩
xmax, x ≥ xmax

x, xmin ≤ x ≤ xmax

xmin, x ≤ xmin

, (1)

where xmin and xmax denote the minimum and maximum representable num-
bers. For n-bit two’s-complement representation, it holds that

xmin = −2n−1 (2)
xmax = 2n−1 − 1. (3)

In case the word is organized as a fixed-point word of k integral bits and l
fractional bits, i.e., n = k + l, (2) and (3) become

xmin = −2k−1 (4)
xmax = 2k−1 − 2−l. (5)

2.1 Impact on Signal Quality

In case no provision is taken to combat overflow, the signal quality degrades.
Signal quality degradation is modeled as the superposition of a noise signal on
the ideal signal. The noise signal r[n] is computed as

r[n] = x[n]− x̂[n], (6)

where x[n] is the desired ideal signal and x̂[n] = Q(x[n]), where Q(·) denotes the
application of finite word length, including overflow. The power of an N -point
noise sequence is defined to be

Pr =
∑
N

(r[n])2, (7)
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while the signal power is
Px =

∑
N

(x[n])2. (8)

A common measure of signal quality is the Signal-to-Noise Ratio (SNR), defined
as:

SNR = log10

Px

Pr
, (9)

when measured in dB.
It is noted that there exist different approaches than the application of sat-

uration to combat overflow. For example proper input signal scaling, or scaling
at particular nodes in a signal-flow graph representing a computation can be
employed to prevent overflow (cf. [3]). A more straightforward strategy is to
increase the available dynamic range as the computation evolves.

2.2 Saturated Addition

The implementation of saturated addition does not require comparisons. It is
well known that an overflow flag (OVF) can be easily produced by most adder
organizations. OVF can be exploited in combination with a sign bit to determine
the output of a signed saturated addition, as shown in Fig. 1. The area complexity

Fig. 1. Organization of a saturated binary adder

A of the two’s-complement implementation of saturated addition, assuming that
it is based on a ripple-carry adder is

A = nAFA + nAmux + Axor + Ainv, (10)

where AFA, Amux, Axor, and Ainv are the area complexities of a 1-bit full adder,
a multiplexer, a xor gate, and an inverter. Eq. (10) is actually a lower bound
due to ignoring fan-out limitations.

2.3 Proposed Scheme

It is here shown that a simplification of the saturated adder scheme allows for a
reduction of the power dissipated by saturated addition at the cost of a moderate
decrease of signal quality.
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Fig. 2. Proposed simplification of a saturated binary adder

The proposed saturated adder organization is depicted in Fig. 2. The main
idea of the proposed simplification is that multiplexers are placed at the m most
significant positions of the output of the adder only. The complexity of this
scheme is

A = nAFA + mAmux + Axor + Ainv, (11)

with m < n.
The impact of the proposed scheme on the noise power is quantified in Ta-

ble 1, for the 12-bit case.

Table 1. Noise power with respect to the number of employed multiplexers, in a 12-bit
two’s complement saturated adder

mux noise power % difference

12 184655477 0
11 184859916 0.1107
10 185180628 0.2844
9 186057492 0.7593
8 187536084 1.5600
7 190721940 3.2853
6 196617748 6.4782
5 210244628 13.8578
4 236002324 27.8068
3 296789012 60.7258
2 438789140 137.6258
1 964113428 422.1147

Data in Table 1 reveal that for the particular adder, the reduction of the
number of multiplexers from 12 to 8 approximately increases signal noise power
by a moderate 1.5%. The particular simplification reduces the hardware com-
plexity of the saturated adder by reducing the number of the multiplexers, since
m < n. Naturally the proposed scheme reduces the corresponding switching
activity. The reduction of the switching activity is reported in Table 2.

The trade-off between complexity and signal quality is experimentally ex-
plored with respect to the data word length. Experimental results show that for
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Table 2. Switching activity reduction in the case of saturated addition

mux activity %

12 1212 0
11 1166 −3.7954
10 1112 −8.2508
9 1056 −12.8713
8 998 −17.6568
7 948 −21.7822
6 902 −25.5776
5 852 −29.7030
4 802 −33.8284
3 746 −38.4488
2 698 −42.4092
1 652 −46.2046

two’s-complement saturated adders of word length 8, the use of 7 multiplexers
imposes a noise power increase of less than 2%. However, for two’s-complement
saturated adders of word length of 12, 16, 24, and 32 bits only 8 multiplexers,
placed at the most significant bit positions, imply signal power increase of less
than 2%.

Assuming that less that 2% of increase in signal noise power is acceptable,
significant switching activity reduction is achieved, as depicted for various adder
word lengths in Fig. 3.

2.4 Saturated Multiplication

Assume that x and y are two’s complement data words with k integral bits and
l fractional bits. Then it holds that

− 2k−1 ≤ x, y ≤ 2k−1 − 2−l. (12)

The product xy is limited as follows

− 2k−1
(
2k−1 − 2−l

)
≤ xy ≤

(
2k−1

)2 ⇐⇒ (13)

−22k−2 + 2k−1−l ≤ xy ≤ 22k−2. (14)

Since the range described by (14), in which a product assumes values, is wider
than the range of (12), which is the range of representable numbers, overflow
occurs.

For the common case of k = 1, (14) gives

− 22·1−2 + 21−1−l ≤ xy ≤ 22·1−2 ⇐⇒ −1 + 2−l ≤ xy ≤ 1. (15)

When compared to (12), it is obtained that only a positive overflow can possibly
occur.
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Fig. 3. Percentage reduction of switching activity for various word length values in an
adders limiter. Overflow noise power increase is limited to less than 2%, for each case

A positive overflow occurs when

22k−2 > 2k−1 − 2−l ⇐⇒ (16)
(2k−1)2 − 2k−1 > −2−l, (17)

which is true for all integers, k ≥ 1. Therefore positive oveflows can always occur.
A negative overflow occurs when

− 22k−2 + 2k−1−l < −2k−1 ⇐⇒ (18)
−(2k−1)2 + 2k−1 + 2k−12−l < 0 ⇐⇒ (19)

2k−1 > 1 + 2−l. (20)

Hence for all k > 1, a negative overflow is also possible. Notice that for k = 1, a
negative overflow does not occur.

Table 3 presents experimental results for the case of multiplication of two
numbers organized into two’s-complement words of two integral bits and five
fractional bits. Assuming that a 2% increase in overflow signal noise is tolerable,
the switching activity reduction in the limiter for various integral word lengths
is depicted in Fig. 4.
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Table 3. Impact of saturation simplification on overflow noise power in two’s-
complement multiplication

muxes noise power (%)

5 50.5186 0
4 52.4023 3.73
3 56.1094 11.07
2 59.7500 18.27
1 76.5000 51.43
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Fig. 4. Percentage reduction of switching activity for various integral word length
values in a multiplier’s limiter. Overflow noise power increase is less than 2%

3 Computation of Powers

The computation of x2 is usually performed by exploiting the property of the
bit products

xixj = xjxi, (21)

therefore,
xixj + xjxi = 2xixj , (22)

with i < j and xi ∈ {0, 1}. The computation of higher powers is usually decom-
posed to cascading computation of multiplication and squarings (computations
of x2) [4]. Here it is shown that by extending the design concepts usually ap-
plied to the design of units for x2, significant reduction in the complexity of x3

is achieved.
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Assume the unsigned four-bit computation of x2. Since x is assumed un-
signed, it can be written as

x =
n−1∑
i=0

xi2i, (23)

where xi ∈ {0, 1}.
The output of the squarer is given by

x2 =
∑

k

ck2k, (24)

where ck =
∑

i+j=k xixj . Therefore, in order to derive x3, the expression can be
used:

x3 = x · x2 =
∑

l

xl2l
∑

k

ck2k =
∑

l

∑
k

xlck2l+k. (25)

By using the bit product property that

xixi = xi, (26)

and, generally, xk
i = xi, k, integer, k > 0, the expression for x3 can be signifi-

cantly simplified. The sought result is expressed as

x3 =
∑

k

dk2k, (27)

where dk denotes a sum of bit products and may assume values larger than one;
therefore dks are not single-bit quantities. Values dk are important in the design
procedure because they reveal the particular bit products that need to be added
at the kth digital position. By defining the bit products fk, as follows

f1 = x0x1 (28)
f2 = x0x2 (29)
f3 = x0x3 (30)
f4 = x1x2 (31)
f5 = x1x3 (32)
f6 = x2x3, (33)

and by using (25), it can be obtained that the required dks are given as

d0 = x0 (34)
d1 = 3x0x1 = 3f1 (35)
d2 = 3x0x2 + 3x0x1 = 3f2 + 3f1 (36)
d3 = 3x0x3 + 6x0x1x2 + x1 = 3f3 + 6x2f1 + x1 (37)
d4 = 6x0x1x3 + 3x0x2 + 3x1x2 = 6x3f1 + 3f2 + 3f4 (38)
d5 = 6x3f2 + 3f5 + 3f4 (39)
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d6 = 3f3 + 6x3f4 + x2 (40)
d7 = 3f5 + 3f6 (41)
d8 = 3f6 (42)
d9 = x3. (43)

The constant multipliers that scale the various bit products in the above equa-
tions, declare that a particular bit product should be allocated in several bit
positions. For example, since d1 = 3f1 = f1 + 2f1, bit product f1 should be
allocated to bit positions of significance 1 and 2. No explicit multiplication by
the factor 3 is required. The proposed design strategy for the computation of x3

comprises the following steps:

1. Expression of the multiplicative scaling factors as sums of powers of two;
2. Allocation of bit products to positions starting from the least significant and

proceeding to the most significant ones; and
3. Derivation of an adder-based reduction structure.

By iteratively decomposing the constant multiplication factors into sums of pow-
ers of two, a significant reduction of bit products is achieved. Bit products mul-
tiplied by powers of two are appropriately moved to more significant dks. When
combined with existing bit products, new scaling factors occur, which are sub-
sequently decomposed into powers of two. The procedure is clarified with an
example.

d0 = x0

d1 = 2f1 + f1

d2 = 2f1 + f1+
2f2 + f2

=⇒

d′0 = d0

d′1 = f1

d′2 = f1 + f1 + f2

d′3 = d3 + f2 + f1

(44)

In (44), bit product f1 is moved from d1 to d2, as is appears multiplied by
2. Similarly, f1 and f2 are moved from d2 to d3. The particular bit product
re-allocations define d′1 and d′2.

d′0 = d0

d′1 = f1

d′2 = f1 + f1 + f2

d′3 = d3 + f2 + f1

=⇒

d′0 = d0

d′1 = f1

d′2 = f2

d′3 = d3 + f2 + f1 + f1

(45)

In (45) the new scaling factors are decomposed into sums of powers of two.
Therefore the sum f1 + f1 for d′2 is reduced to the addition of f1 in d′3.

d′0 = d0

d′1 = f1

d′2 = f2

d′3 = d3 + f2 + f1 + f1

=⇒

d′0 = d0

d′1 = f1

d′2 = f2

d′′3 = d′3 + f2

d′4 = d4 + f1

(46)

In (46) the sum f1 + f1 in the computation of d′3 is reduced to the addition of f1

to d4. The procedure continues until all dk have been processed. Subsequently,
an adder structure is employed to add the allocated bit products.
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For the n = 4 case, the procedure leads to a structure with 15 full adders
and 7 half adders, compared to 25 full adders and 8 half adders required by a
multiplier-squarer combination.

4 Conclusions

A major obstacle in the wider use of nonlinear techniques in signal processing is
the underlying complexity. In this paper techniques have been presented that can
lower the complexity of certain simple memoryless nonlinear operations, which
are of practical interest even in linear signal processing applications.

In particular, the implementation of the limiter for addition has been stud-
ied. It is shown that a trade-off exists between signal noise power and limiter
complexity.

The proposed techniques have been shown to reduce complexity without
imposing any impact on signal quality, or with minor increase of noise power.
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Abstract. This paper proposes an approach for reducing energy con-
sumption of computer display. Unlike existing power management
schemes, which link the display operation to a key press or movement of
the mouse, we employ a video camera to bind the display power state to
the actual user’s attention. The proposed method keeps display active
only if its user looks at the screen. When the user detracts his or her
attention from the screen, the method dims the display down or even
switches it off to save energy. Experiments show that the method can
reduce the display energy significantly in environments which frequently
detract the display viewer.

1 Introduction

1.1 Motivation

Display is one of the major power consumers in modern computer system. The
19” Sony SDM-S93 LCD monitor (1280x1024pixels), for instance, burns in active
mode 50W or almost 38% of the total PC system power (130W). Although laptop
displays do not use as much power, it is still a relatively big consumer. With
new applications like mobile video players, electronic books, etc., LCD makers
are being called on to cut power consumption while pro-viding better images.
Portability, however, is by no means the sole driving force behind the push for
low-power displays. Rapid utilization of multiple displays - each consuming tens
of watts - throughout homes and buildings increases cost and environmental
impact of energy consumption significantly. Although most PC displays support
power management, new robust methods are needed for evolving display usage
scenarios.

1.2 Related Research

Several schemes have been proposed to optimize energy consumption of computer
displays. Modern PCs, which conform to VESA’s Display Power Management
Signaling[1], turn display to low power states (standby, suspend, and off) after a
specified period of inactivity on mouse and/or keyboard. The Advanced Config-
uration and Power Interface Specification [2], developed by HP, Intel, Microsoft,

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 528–539, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Table 1. Default APM setting for Sony Vaio PCG-Z1V/P Monitor

Mode APM off Word/Text DVD Music Camera

Brightness level 9 7 9 5 9

Inactivity interval never 10 never 10 10

Phoenix, and Toshiba, links the display brightness and inactivity intervals to
application. One problem with this adaptive power management (APM) is that
it strongly depends on inactivity intervals, either set by default (see 1) or by the
user. If set improperly (e.g. to shut the display down after 1 minute of idle time),
the APM can be quite troublesome, switching the display off when it must be on.
At the same time, if inactivity interval is long, the APM efficiency is low. Mod-
ifying the inactivity interval can be done only through system settings, which
many users consider annoying. As result, they set it to several (10, 20 or even
30) minutes and so shrink the energy savings.

Another approach to save the display’s energy is to scale down or dim the
backlight luminance. This approach is based on observation that transmissive
and transflective color TFT LCD panels [3] do not illuminate itself but filter
a backlight, the primary source of display energy dissipation. Because simply
dimming the backlight degrades the display visibility, Choi, et al [4] proposed to
maintain brightness or contrast of the LCD panel when the backlight is dimmed
down. To reduce the average energy demands of the backlight, Gatti, et al [5] sug-
gested the backlight auto regulation scheme. Cheng and Pedram[6] showed that
a concurrent brightness and contrast scaling (CBCS) technique further enhances
image fidelity with a dim backlight, and thus saves an extra power. Chang, et al
[7] introduced a dynamic luminance scaling or DLS technique that dimmed the
backlight while allowing more light to pass through the screen panel to compen-
sate for the loss of brightness in the original image. Shim, et al [8] combined the
DLS technique with dynamic contrast enhancement and applied it for transflec-
tive TFT LCD panels. Pasricha, et al[9] presented an adaptive middleware-based
technique to optimize backlight power when playing streaming video. A modifi-
cation of the LCD panel to permit zoned backlighting has been reported in [10].

There are also a variety of schemes for automated adjustment of brightness
in high dynamic range panoramic images, e.g. [11]-[12]. These schemes dynami-
cally brighten or darken image regions depending on the scene content and av-
erage local luminance. The view-port center (the center of area with dimensions
(width/2×height/2) is constantly monitored and the average pixel luminance of
the view-port is calculated. This value is then compared with a preset optimum
value and brightness is adjusted accordingly.

Despite differences, the proposed brightness and/or contrast adjustment tech-
niques have one feature in common. Namely, they work independently of the
viewer attention. The techniques are able to lower the display e nergy in active
mode especially when showing images or video. But if a display delivers text
or idles for some time, the APM remains the only energy savior. If the rela-
tion between the inactivity interval (T ) and the time of keyboard (K) and/or
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Fig. 1. An illustrative example

mouse (M) typing is as in Fig. 1(a), the display will be active (A) almost all the
time (see Fig1.b). Surely, if nobody looks at the screen in between key presses,
activating the display is unnecessary for all the intervals shown in Fig.1(c).

We claim that ignorance of the viewer’s attention is the main problem of
existing display power management schemes. While the display operation must
depend on the viewer, none of the schemes, up to our knowledge, takes the
viewer’s focus into account. Because existing power management depends on a
key press but not user’s eyes, it can not distinguish whether the user looks at
screen or not. As a result, it may either switch the display off inappropriately
(i.e. when the user looks at screen without pressing a key) or stay in active mode
while idling. We propose a method which can solve this problem.

1.3 Contribution

In this paper, we introduce a new Camera-Driven Display Power Management
(CDDPM) method and describe techniques of its implementation in personal
computer system. Unlike existing approaches, which only ‘senses’ a user through
keyboard and/or mouse, the CDDPM ‘watches’ a user through a video camera.
It detects the viewer’s focus and keeps the display bright only if he or she looks
at the screen. When the viewer detracts his or her attention from the screen, the
method dims the display down or even switches it off to save energy.

The CDDPM method is based on well-known techniques used for face ex-
traction and eye-gaze detection[13]-[21]. We contribute to these techniques by
extending their application to a new field, namely, energy reduction of com-
puter systems. Amid possible solutions, we chose those which provided real-time
eye-gaze detection with a single camera and low computational overhead.

This paper is organized as follows. In Section 2 we discuss the proposed
approach and outline its implementation scheme. In Section 3 we describe the
experimental results. Section 4 summarizes our major findings and outlines the
future work.
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Fig. 2. Example images of the PC user

2 The Proposed Approach

2.1 Main Idea and Overview

The approach we propose is based on the observation that PC users do not
view the display quite often. When detracted by phone, colleague, kids, coffee,
etc., they usually do not switch the display onto the power saving mode, leaving
it active while talking, reading, or even stepping away from PC for a break.
Even though screen savers do not save power, many users leave monitors on
screen savers for hours. This is especially a case with PCs operated at home,
office or school where a user averts his/her attention frequently. Surely, keeping
the monitor active when nobody looks at it is unreasonable. The main goal
of our CDDPM method is to increase the PC energy efficiency by enabling
the computer to “see” its user and lower the display power whenever the user’s
attention is detracted from the screen. The main idea of CDDPM is simple. When
the PC user looks at screen, as illustrated in Fig.2 (a), the display is kept active
in ‘power-up’ mode to provide the best visibility. If the user detracts his/her
attention from the screen, as in Fig.2 (b-g), the method dims the backlight
luminance to decrease energy consumption. Finally, if the user has not been
looking at screen for a long time or disappeared from the camera’s range (see
Fig.2,h), the display is turned off.

The CDDPM uses the following assumptions:

1. The PC is equipped with a color video camera. Even though some PCs now
do not have a camera, the recent advances in CMOS camera development and
miniaturization allow us to assume that all PCs will be enabled with a color
CMOS video camera in the near future. This can be an image sensor, such
as [22], embedded in display for viewer monitoring, or a general purpose
visual communication camera,connected via USB port for video capture,
conferencing, etc. In both cases we assume that the viewer monitoring mode
is optional to the user. That is, the user can activate the viewer monitoring
whenever the camera is not engaged in other applications.
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Fig. 3. Flowchart of the proposed approach

2. The display has a number of backlight intensity levels with the highest level
corresponding to the largest power consumption and the lowest level to the
smallest power, respectively. The highest level of backlight intensity is en-
abled either initially or whenever the user looks at the screen.

3. If the user has not been looking at the screen for N consecutive frames,
the backlight intensity goes down to the next level. If the lowest level has
been reached and the user is still not looking at the screen for N consecutive
frames, the display is put onto standby mode. Returning back from either
standby or OFF modes is done by pushing the ON button.

Figure 3 shows the CDDPM flowchart. Here, C counts the number of consecutive
image frames in which the user’s gaze is off the screen. If no user is detected in the
current video frame, the display is turned off. Otherwise, the method tracks the
user’s eye-gaze. If the gaze has been off the screen for more than N consecutive
frames, the current backlight luminance is dimmed down to the next level. Any
on-screen gaze reactivates the initial backlight luminance by moving the display
onto power up mode. However, if no on-screen gaze has been detected for more
than N frames and the backlight luminance has already been lowest, the display
enters the standby mode. Below we describe the method in detail.

2.2 User Presence Detection

The goal of this task is to determine from the camera readings whether or not
the user is currently present in front of display. To solve the task, we employ
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Fig. 4. An illustration of the user detection process

well-known face detection techniques [21]. Several approaches such as shape-
based, feature-based, pattern-based, color-based, motion based etc., have been
investigated. Due to high efficiency and a comparatively small computation cost
of skin-color oriented techniques [13]-[20], we chose color as a primary tool in
detecting a face in an image with complex background. To reduce computation
load further, we use a look-up table instead of Gaussian model to detect the user
presence in the frame.

Figure 4 illustrates the user detection process. After receiving a new color
frame (see Fig.4,a) we first transform the RGB color image obtained from video
camera into the {Y, r, b} representation. Chromatic colors (r, b) known as pure
colors in the absence of brightness (Y ), are defined as
Y = 0.299×R + 0.587×G + 0.144×B; r = R − Y ; b = B − Y .

Next, we digitize the {Y, r, b} image. For the segmentation of skin color re-
gion, we consider hue and saturation values as discriminating color information
because of reducing the lightening effect on images. If the {Y, r, b} representa-
tion of a pixel satisfies the following thresholds: 10 < Y < 240, 10 < r < 50,
−20 < b < 10, we replace it by 1, else by 0. (The thresholds have been determined
empirically).

Figure 4(b) shows the image after binarization. As we observe, the resulted
image has a number of isolated spot regions which are caused by light variation
and noise. To eliminate these noised and extraneous background pixels that may
have been present in the image, we divide the image into blocks of 3x3 pixels
in size and then apply area growing/shrinking techniques based on contents of
each block. We assume that pixels of the block will become white (black) if more
than half of its pixels are white (black). Figure 4 (c) illustrates the results after
noise reduction.

If the total number of white pixels in the resulted image exceeds the pre-
defined threshold (W ), the user is detected in the frame. Otherwise, the method
detects that the user is absent and turns the display onto low-power (standby)
mode.

2.3 Eye-Gaze Detection

The goal of this task is twofold: to find eyes in a face region and then based
on their number and position determine direction of eye-gaze. The eye gaze-
detection is activated if and only if the previous task has detected the user in
front of display. The task is solved in the following steps:
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Fig. 5. An illustration of the eye tracing: (a) image labeling; (b) face extraction; (c)
eyes localization

1. Labeling. All pixels belonging to a separate continuous region are labeled
by the same (region’s) number. Based on the labeling results we detect a
number of image regions (e.g. 5 in Fig.5,a) and compute the size (in number
of pixels) for each of them.

2. Face extraction. The largest connected region of the white colored pixels
in the camera image is selected. Figure 5(b) illustrates the results.

3. Eyes localization. To solve this task we search for circle-shaped regions
within the extracted face and for each region compute the circumference
ratio E = 4×π×S/l2. Here, S is the area of region, and l is the circumference
length of the region. Since the higher E corresponds to a more true circle,
we select those regions which have 0.3 < E < 1.0 and 30 < S < 150. The
centers of the circles define eye positions in the current frame. Figure 5(c)
shows the result. Located eye positions are marked by overlay graphics.

4. Gaze detection. The distance (D) between the eye centers is computed.
If the distance can not be established (e.g. the number of detected eyes is
less than two) or it is smaller than a threshold, L, the eye-gaze is detected
to be off the screen. In this case, if C > N , we dim the backlight luminance
down to the next level by decrementing the backlight voltage (V = V −
ΔV ). Otherwise, the eye-gaze is considered “on the screen”. In this case, the
backlight luminance is set-up to the highest level by (the backlight voltage
returns to the initial value, V0).

5. Search window optimization. Once we have located the positions of eyes
on the first frame, we use this knowledge to reduce complexity of processing
the successive frames. Since the user face motion is slow in practical circum-
stances, we limit the search region in the next frame to plus or minus 16
pixels in vertical and horizontal direction of the original pixel locations of
the eyes in the current frame.

3 Experimental Results

To evaluate the proposed method, we developed prototype software and run it
in the Linux (Fedora project) OS on two computers: a desktop and a notebook.
Table 2 specifies computers used in the experiment. Each computer was equipped
with a CCD Logitec Quick CAM PRO4000 video camera (160x120 frame size,
30fps) installed above the display.
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Table 2. Tested PC systems

Specification CPU Memory Display

Desktop PC Pentium-4 512MB (RAM) 15” TFT Iiyama TXA3822JT
@2.53GHz 100GB (HDD) 50W(max),0.63W(standby)

Notebook PC Pentium-M 512MB (RAM) 14.1” SXGA LCD
Sony Vaio @1.6GHz 60GB (HDD) 5W(max),0.63W(standby)
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Fig. 6. The user presence monitoring results

First, we tested the user presence detection program (i.e. without running
the eye-gaze detection). After extensive profiling in different conditions (user
sits/stands/walks away, head moves, hands move, distance change, etc.) we found
that W = 0.06 allowed correct user presence detection almost at 1.5 meters
distance from the user and the display/camera.

Figure 6 demonstrates the results obtained during a user monitoring test of
the following scenario: the user was present in front of the display (frames 1-299,
819-1491, 1823-2001); moved a little from the display but still present from the
camera perspective (frames 1300 to 1491); stepped away from PC, disappearing
from the camera (frames 300-818, 1492-1822). In this figure, the ordinate shows
the ratio of pixels representing the user to the total number of pixels in the
frame; the abscissa is the frame number. We observe that the program clearly
differentiated events when the user was present in front of display from those
when he was absent. The abrupt variation of the plot between 819-1491 frames is
due to the user movement (head turns up-down, left-right, user is close/distant
to the screen, hand moves, etc.) tested in the experiment. Detecting the user
presence on the desktop PC took less than 20 ms per frame on a peak and 12.2
ms on average.

We measured the total power consumed by the systems (computer, display
and camera) during the program run and compared it to that consumed by
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existing APM scheme with the display ON and OFF, respectively. Figure 7
shows the results in terms of peak power consumption. As one may conclude,
the power overhead of running the program on the tested hardware is quite
visible: over 5.3W for the desktop PC and almost 3W for the notebook.

Next, we evaluated the performance of the proposed CDDPM method run-
ning both the user presence detection and the eye-gaze detection. Based on a
variety of experimental runs we computed the minimum number of pixels be-
tween the eyes which ensure correct the eye-gaze detection. Although it depends
on the user farness from the camera, lighting, display size, etc., the values of
L = 18 pixels ensured robust eye-gaze detection at the distance up to 1.5m (or-
dinary lighting, 15” monitor size). The execution time was 30ms per frame (on
peak) and 24ms (on average).

Finally, we report on energy efficiency of the CDDPM method. Due to current
inability to vary backlight voltage from the Linux OS (a specific board is needed),
we measured the system power at nine different levels of screen brightness and
then used them to simulate the energy consumption of the method. Table 3
shows the power levels used in the simulation. The columns labeled by “cddpm”
and “apm” reflect the power consumption obtained with and without running
the CDDPM software, respectively.

In the simulation we used the following assumptions:
(i) Moving from one power level to another takes 20ms[7].
(ii) Stepping down from a power level can be done only if the eye-gaze has been
off screen for more than 15 frames (i.e. longer than 0.5 sec).

Figures 8-9 illustrate the results obtained for a test in which the user was
typing from a book (frames 1-700); reading the book without looking at display
(frames 700-1200); and walking away from the room, leaving the PC on. Even
though the proposed CDDPM method takes more power than APM and the
tested sequence lasts only 66.7sec, the method saves 23.3% and 34.1% of the
total energy consumed by the desktop and the notebook, respectively. If the
APM inactivity interval is set to 5min, and the above scenario (see Figures 8-9)
continues for 5 min, the energy savings could be significant!
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Table 3. Power levels (Watt)

Power Desktop PC Notebook PC
level apm cddpm apm cddpm

P8 130.2 138.5 22.44 26.64

P7 129.2 137.7 18.83 22.46

P6 127.5 136.2 15.75 18.66

P5 126.4 134.2 14.09 17.28

P4 124.9 131.6 13.90 15.90

P3 120.8 127.9 12.11 14.80

P2 116.3 124.4 12.18 14.09

P1 114.9 122.8 11.04 13.06

P0 113.1 120.3 10.01 12.08

Monitor off 88.0 95.1 9.8 11.2

PC standby 64 64 4.1 4.1
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Fig. 8. Power consumption of the desktop system

4 Summary

In this paper we presented a new camera-driven approach to display power
management. Although the results showed that a large display energy reduc-
tion is possible, the power overhead of the current software implementation was
large. To reduce the power overhead, several ways can be explored. The first and
the most important one is to reduce computational complexity of the method;
namely, the range of image scans during noise reduction and eye localization. A
possible solution could be in applying a two step gaze tracking method [19] that
detects a point “between the eyes” first, and then locates the eyes. Because find-
ing the point “between the eyes” is easier, and more stable than detecting the
eyes, reduction in computations could be possible. Replacing the CCD camera
(0.5W), which we used in the experiment, with a less power-hungry CMOS video
sensor (20-40mW) would also reduce the power overhead. Another approach is
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to implement the proposed scheme in a specific hardware. By embedding the
CDDPM hardware and a CMOS camera on the same chip, we will omit energy-
expensive CPU operations and data transfers, and thus lower power.

The research presented is a work in progress and the list of things to improve
it is long. In the current work we restricted ourselves to a simple case of a singular
user monitoring. However, when talking about the CDDPM in general, some
critical issues arise. For instance, how should the method behave when handling
more than one person looking at screen? When tracking a group, (e.g. a PC user
and viewers behind his shoulders) should some person’s gaze be ignored? The
user might not look at screen while the others do. How should this be solved?
Concerning this point, we believe that a feasible solution is to keep the display
active while there is someone looking at the screen. We are currently working
on this issue.
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A Design Methodology for Secured ICs
Using Dynamic Current Mode Logic
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Abstract. This paper presents principles and concepts for the secured
design of cryptographic IC’s. In order to achieve a secure implementa-
tion of those structures, we propose to use a Binary Decision Diagrams
(BDDs) approach to design and determine the most secured structures
in Dynamic Current Mode Logic. We apply a BDD based prediction to
the power consumption of some gates, validate our model using SPICE
simulations, and use it to mount efficient power analysis attacks on a
component of a cryptographic algorithm. Moreover, relying on our sim-
ulation results, we propose a complete methodology based on our BDD
model to obtain secured IC’s, from the boolean function to the final
circuit layout.

Keywords: Differential Pull Down Networks, Binary Decision Diagrams,
Differential Power Analysis, Side-channel attack.

1 Introduction

Cryptographic electronic devices such as smart cards, FPGAs or ASIC’s are tak-
ing an increasing importance to ensure the security of data storage and trans-
mission. However, they are under the threat of attacks taking advantage of side-
channel leakages caused by the physical implementation of any given algorithm.
Among these leakages, the use of power consumption proved to be very efficient
to recover information about the data handled by any given circuit [1].

To prevent the attacker from using efficiently this kind of data, some high
level and algorithmic countermeasures were developed. Random process inter-
rupts, dummy instructions were used to avoid the sequential execution of the
algorithm but were shown to be inefficient in [2]. Other randomization techniques
were also proposed, such as random noise addition but they do not provide any
countermeasure as the signal is still present and simple statistical methods can
be applied to recover it. Masking methods [3], that consist in masking the data
with random boolean values, were proposed at the algorithmic level, but they
still leak some information and reduce the implementation efficiency of the al-
gorithm.

Interesting alternatives were presented which propose to tackle the problem
directly at the transistor level, by using specific logic styles. Their purpose is
to decorrelate the power consumption of a circuit from the data it handles by
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obtaining steady activity and power consumption. In [7] and [8], it was proposed
to use particular dynamic and differential logic styles which achieve a very regular
power consumption. Even if they were not able to totally suppress the power
consumption variations relative to the data handled, and thus do not provide a
theoretical countermeasure against power analysis attacks, it remains that they
help to make the attack significantly harder and weaken its efficiency.

We try here to propose a particular model for the power consumption of such
logic styles, and more specifically, we apply our model and predictions to the Dy-
namic Current Mode Logic.. Indeed, to obtain high efficiency attacks, the power
consumption behavior of particular implementations of algorithms must be pre-
dicted with quite a good accuracy. So far, predictions were efficiently made on
CMOS implementations, using a model based on the number of switching events
occurring within the circuits. But, because of their different power consumption
behavior, this model is unapplicable to dynamic and differential logic styles [7].

In [12], Binary Decision Diagrams (BDD) were used as a tool to optimize
the design of these DPDN. We thus show here how these graphs can also be
used to predict the power consumption of such gates and, afterwards, choose the
structure that achieves the best resistance against power analysis attacks.

This paper is thus be structured as follows. In section 2 we give a short
introduction to Binary Decision Diagrams. Next, in section 3, we present some
dynamic and differential logic styles and the interest of Dynamic Current Mode
Logic (DyCML). Afterwards, we propose our power consumption behavior model
in section 4. The section 5 presents the experiments (validation of the power
consumption model, use of this model to mount power analysis attacks) and the
achieved results (choice of the most secured implementation) and we conclude
in section 6.

2 Binary Decision Diagrams

2.1 Structure and Principles

Binary Decision Diagrams were firstly introduced by Akers in [4] as a method
to define, represent, analyze, test and implement large digital functions. These
graphs can be easily developed using the Shannon expansion theorem from which
a boolean function can be recursively divided into other functions, each one
depending on all input variables but one The graph structure of a function f
is thus obtained by applying the Shannon expansion recursively for each input,
until the function to expand is the constant function 1 or 0.

Using this representation for boolean functions allows their easy manipulation
and easy combinations between them. Among the abundant literature presented
on BDDs, Bryant proposed in [5] to refine their representation and algorithms
used to manipulate them. The basical representation of boolean functions by the
mean of such graphs was defined as follows.

A function graph is a rooted, directed, acyclic graph with a vertex set V
containing two types of vertices. A nonterminal vertex v has for attributes a
particular input xi (iε{0, ..., m− 1}) of the implemented boolean function (f :
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{0, 1}m → {0, 1}), an argument index index(v) ε {1, ..., n} and two children
vertices low(v) and high(v). A terminal vertex v has for attributes a particular
index value index(v) and a value value(v) ε {0, 1}, representing the function’s
result. Moreover, if a child vertex of a nonterminal vertex (low(v) or high(v)) is
nonterminal, its index should be higher than the one of its parent.

The BDD can be reduced from its first structure based on Shannon expansion.
As a matter of fact, two conditions allow a vertex to be removed from the graph
or replaced by another vertex, leading to a different structure representing the
same function.
(1) If the two child vertices of a vertex v are identical (low(v) = high(v)), then
vertex v should be removed from the graph and its mother should receive the
child of v in replacement of it.
(2) The replacement of one or more vertex by a particular one occurs when these
two or more vertices define the exact same function as the particular vertex.
Then, all the duplicated vertices and all their children should be removed from
the graph and replaced by the particular one.
These two principles are shown in Figure 1. In this Figure, we have represented
non-terminal vertices by a circle and terminal vertices by a square. Sub-Figures
1-a and -b illustrate the suppression of one vertex having identical children (the
vertex with index value 4), while sub-Figures -c and -d show the fusion of two
vertices implementing the same function (vertices 7 and 8). The BDD can also

Fig. 1. Reduction of binary decision diagrams

be modified, by changing the data ordering, in order to minimize the number of
vertices within the BDD, and thus reduce the mean path length from the root
vertex to the terminal ones. A data ordering, or input ordering, corresponds to
the sequence in which the inputs are considered to apply the Shannon’s expan-
sion.

2.2 Use of BDDs

Binary Decision Diagrams are often used to find minimal representations of
boolean functions and to manipulate them very efficiently [5], using algorithms
like the ITE (If Then Else) algorithm to combine different functions (and thus
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different BDDs). In the same way, those algorithms have been used to build
logic optimization systems capable to handle very large circuits with high per-
formances in term of runtime [6].

3 Dynamic and Differential Logic Styles

3.1 Their Use in Cryptographic Hardware

In [7], Tiri et. al recall that it is necessary to use a dynamic and differential
logic style to build logic gates achieving a power consumption independent from
the data handled. In first approximation, the power consumption behavior of
CMOS leaks information because it consumes power only for output transitions.
On the basis of this model, they recommended to use a dynamic and differential
logic style to produce a uniform switching activity for and thus ensure a power
consumption event for each evaluation cycle, whatever the inputs. They also
showed that, in order to really balance the power consumption, we should use
a dynamic and differential logic style that achieves a power consumption being
the most possible constant. This can be obtained discharging the whole internal
capacitance of the gate. It is why they developed Sense Amplifier Based Logic
(SABL). The advantage of this logic style is that, by discharging the whole
internal capacitance, it produces a power consumption with reduced variations
in function of the inputs. Its main drawback is that it yields to a high power
consumption.

To overcome this problem, it was proposed in [8] to use Dynamic Current
Mode Logic (DyCML) developed by M. Allam et al. [9] , to achieve the needed
steady power consumption with good performances (in term of power consump-
tion and delay). Thanks to this dynamic current source, DyCML gates produce
a low output swing of which value is a function on the total (intrinsic and ex-
trinsic) output load capacitance and on the size of one transistor acting like a
virtual ground.

In [8], it has been shown that, even if the two implementations of circuits
present the same high security margins, according to criterions defined in [7],
DyCML was recommended because of its better performances. Moreover, Dy-
CML presents the feature of being directly connectible through a asynchronous
scheme, which is usually considered to improve the security of implementations
of cryptographic algorithms [10].For an illustration purpose, we give the struc-
ture of 2 inputs XOR gates implemented in both DyCML and SABL logic style
in Figure 2. As SABL needs a domino-interconnect structure between gates to
counteract the charge sharing effect, we presented the gate with the needed
output inverters.

3.2 Gate Design

One important step, while designing dynamic and differential gates, consists in
deriving an efficient structure for the part of the gate that effectively computes
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Fig. 2. Structure of XOR gate: a- DyCML, b- SABL

the implemented function. Depending on the type of logic style used, this can be
done using several methods like using the Karnaugh Map (K-Map Procedure)
or the tabular methods proposed in [11]. However, these methods do not always
lead to a structure using differential pairs (Differential Pull Down Network -
DPDN ) like it is needed for DyCML or SABL.

A method proposed in [12] exploits the isomorphism existing between DPDN
and the BDD implementing the function. A boolean function implemented with
a DPDN is computed by the means of logical switches, which determine which
one of the two outputs of the gate will be discharged. Each logical switch is
composed of a transistor pair, with connected sources, of which one of the gate
is driven by the logical input relative to the vertex and the other one by the
complement of this logical input. The drain of the transistors are connected to
the sources of particular switches of the structure. The isomorphism is clear to
see if you assimilate a switch of the DPDN to a particulart non-terminal vertex
of the BDD. To illustrate this, Figure 3 gives the implementation of two basic
functions (AND/NAND and XOR/XNOR) with the corresponding BDD.This
isomorphism between the structures of the graph and the DPDN can be used to
design very efficient DPDN with optimization of their performances in term of
area, delay [12] and power consumption.

4 BDD Based Tool

This isomorphism gave us the idea to use the BDD not only as a tool of opti-
mization of classical performances of the gates, but also as a tool to predict its
power consumption and which structure implemented in the gate would be the
most secured. Indeed, Can’t we use this graph to help to determine the structure
having the lower leakage of information?

In order to do so, we proposed to model the power consumption relative to
one single input sequence using the following assumptions. Firstly, we consider
that variations in the power consumptions are caused by variations of the number
of internal capacitances within the DPDN that are charged/discharged at each
evaluation cycle, like it was proposed in [7]. Secondly, we focus our interest on
the diffusion capacitances of the transistors. The third hypothesis we make is to
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Fig. 3. Isomorphism between DPDN and BDD for functions AND (a-b) and XOR(c-d)

consider drain-gate capacitances and source-drain capacitances equal and being
the only ones to play a role. A precise modeling of their value is complex because
it evolves along the time, depending on the voltages at the source, drain and gate
and on the form of their evolution. It is why to predict the power consumption
relative to a particular input sequence, we only counted the number of normalized
capacitances that were activated (by this, we mean effectively connected to the
discharged output of the gate), considering each one equal.

To achieve rapid predictions for all possible implementations (as we show
in the experiments, the considered boolean functions are defined as following
f : {0, 1}4 → {0, 1}4), we designed a program taking an hexadecimal truth table
for input and producing several outputs (these outputs are produced for each 1
bit function obtained considering one 4 bit function as the combination of four
1 bit functions {0, 1}4 → {0, 1}, as a 1 bit function is implemented in a single
gate):

– The graph structures for each input ordering
– The Spice netlist relative to the transistor implementation of the graphs
– The predictions of the connected capacitances for each input sequence, for

each graph

Indeed, for a function defined on {0, 1}4 → {0, 1}, there are !4 = 24 possible
input orderings in such a graph. The applied procedure consisted thus in build-
ing the graphs corresponding to the different input orderings, reducing them,
determining the discharged output node for each input sequence and finding
the total number of connected normalized capacitances for each particular input
sequence. The number of normalized capacitances connected to one vertex has
tree contributors:
– 2 capacitances for the 2 source-gate capacitances of the transistors forming

the switch associated to the vertex.
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– As many capacitances as there are mother vertices to this vertex (drain-gate
capacitances of the transistors of the switches connected to this vertex).

– All capacitances contributions due to the connected vertices in function of
the input sequence.

5 Experiments

The different experiments involved power consumption extractions realized us-
ing SPICE simulations with a 0.13μm PD-SOI (Partially Depleted Silicon-On-
Insulator) technology, with a power supply of 1.2V . DyCML gates were designed
with an output swing of 0.8V and loads for the gate corresponding to one active
transistor. We extracted the power consumption by averaging the power con-
sumption of each single gate on the precharge phase following the evaluation
corresponding to the input sequence.

5.1 Validating the Power Consumption Model

To achieve the validation of our power consumption model, we use the correlation
coefficient to mesure how our predictions compare to the actual Spice simulations
of the power consumption. We selected the correlation coefficient because it
is a usual tool to mount practical power analysis attacks [13]. However, other
statistical tools could be considered.

We firstly validated our model on a simple 2 inputs DyCML AND gate. The
predictions, structure and normalized connected capacitances of the gate are
summarized in Figure 4 and table 1. Exhibiting a correlation value of 0.9696,
the model and predictions match pretty well. We then evaluated the validity of

Fig. 4. Parasitic Capacitances of a AND gate

Table 1. Prediction features in
function of the input sequence

x2 x1 f Discharged Connected

Node Capacitances

0 0 0 OUT 8

0 1 0 OUT 8

1 0 0 OUT 5

1 1 1 OUT 7

our model on more complex gates. To do so, we used the function P and Q of a
Khazad Sbox [14]. These functions are defined on GF (24). We thus determined
the 8 one bit functions because each 1 bit function can be implemented in a sin-
gle gate. For each of these 1 bit functions there are 24 possible implementations
(input orderings).We then correlated these predictions and simulated power con-
sumptions to finally obtain an average correlation of 0.8387 and a mean standard
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deviation of the correlation of 0.1433 between the power consumption and its
prediction.

5.2 Simulated Attacks

We then evaluated the utility of such a model in the context of power analy-
sis attacks. To do so, we mounted simulated attacks using the predictions of
connected capacitances and the simulations of the power consumptions. We ran
these on a single Sbox for which the inputs resulted in a XOR operation between
plaintexts and a key.

We computed the total power consumption Mi of the Sbox, for a plaintext
i. The second step of this simulated attack consisted in predicting the number
of connected capacitances Pk,i using guesses of the inputs obtained by realizing
a XOR operation between each possible key k and the plaintext i. The last step
consisted in calculating the correlation between the simulated power consump-
tion M and the predictions Pk for a key k.

We used the data collected after the SPICE simulations for the measure-
ments and, using this attack methodology, we extracted the correlation after
the encryption of a number of plaintexts variating from 1 to 256, and for all
the possible keys. We extracted the value of this correlation and also correlation
margins for 256 encrypted plaintexts. The correlation margin 1 is defined here
as the difference in correlation between the right key guess and the wrong key
guess having the highest correlation, while correlation margin 2 is the difference
between the correlation for the right key guess and the mean correlation of the
wrong ones. This was done for 4 particular implementations of the Sbox:

– the one with the total simulated power of each function P and Q having the
largest variance (Implementation 1)

– the one with the total simulated power of each function P and Q having the
smallest variance(Implementation 2)

– the one for which the implementation of each 1 bit function is the most
correlated with the power consumption prediction (Implementation 3)

– the one for which the implementation of each 1 bit function is the less cor-
related with the power consumption prediction (Implementation 4).

The simulated attack results are given in table 2. In this table, we give the
values of both correlation for the right key guess and correlation margin, for
each implementation. A negative value for the correlation margin 1 corresponds
to an unsuccessful attack. We also give the mean number of encryptions needed
to achieve a discrimination between the right key guess and the wrong ones.
As we can see, the first three implementations were successfully attacked, as the
all had a positive correlation margin. We also can see that they all have high
correlation and sufficient correlation margin to allow successful attacks, while
for the fourth implementation, 2 key guesses (the right one and a wrong one) re-
maind correlated to the key, leading to a negative value of the correlation margin
and preventing us from being able to obtain the right key guess. The difference
in correlation between the right key guess and the second most correlated wrong
one is 0.0453.
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Table 2. Simulated Attack Results

Implementation Correlation Margin 1 Margin 2 	 of texts

1 0.8393 0.4401 0.8429 15

2 0.6186 0.2855 0.6210 40

3 0.9199 0.5305 0.9235 7

4 0.3462 -0.0037 0.3469 N.A.

5.3 Discussion

It is quite obvious that the efficiency of a power analysis is dependant of the
obtained correlation for the right keyguess and on the difference in correlation
between this right keyguess and the wrong ones. Moreover, as it was presented
previously, these values are dependant of the power consumption model used to
mount the attack and on the chosen algorithm.

These simulated attack results thus clearly emphasize the possibility of choos-
ing the implementation for which the power consumption is the harder to pre-
cisely model, and thus being the most resistant towards a power analysis attack
based on this model. Indeed, correlation and correlation margin can be signifi-
cantly decreased in comparison to the other implementations, while the number
of cleartexts needed is highly dependent on the predictability of the chosen im-
plementation.

Fig. 5. Proposed methodology for the design of secured implementation of crypto-
graphic functions

With all the tools, we get the possibility to automatically choose the imple-
mentation of a circuit that limits at the maximum the side channel information
leakage of a circuit. Moreover, as suggested in [12], the graph structure generated
by the tool can help for automated cell layout generation. This was done in [15],
for some non-complementary digital VLSI cells for which transistor placement
can be efficiently achieved from a graph structure describing the cell, applying
adapted selection algorithms to choose the best structure. The adjunction of
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all this concepts yields to a design methodology that can be described like in
Figure 5.

6 Conclusion

In this paper, we investigated a model for the power consumption of Dynamic
and Differential Logic styles. These circuits have previously been proven to offer
a good alternative to CMOS in terms of security against side-channel attacks.
However, their security against such attacks highly depends on the impossibil-
ity to efficiently predict their power consumption: a previously uninvestigated
problem.

As a main result, we demonstrated that for one specific logic style, namely
the DyCML, it is possible to derive a simple and efficient leakage model and to
build practical attacks based on it. Then, we showed that it is possible to search
exhaustively among the possible representations of a logic function, in order to
find the hardest to predict one. In other words, we looked for the structures
offerering the best resistance against power analysis. Confirmed by simulated
experiments, we finally illustrated that the best resulting implementations allow
an improved security, as the original power analysis attacks could not be applied
anymore. Remark that, event if it is not discussed in the paper, such circuits
also exhibit lower power consumption variances and are consequently harder to
measure.

An open question is to know if and how the methodology presented can be
generalized to other DDLs. The improvement of the power consumption models
is another concern. Finally, we plan to perform practical experiments in order
to evaluate how our simulation-based conclusions relate to practice.
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Abstract. The increasing popularity of mobile computers and embed-
ded computing applications drives the need for analysing and optimising
power in every component of a system. This paper presents a measure-
ment based instruction-level power consumption model of the popular
Texas Instruments TMS320VC5510 Digital Signal Processor. The re-
sults provide an accurate and practical way of quantifying the power
impact of software. The measurement and characterisation methodology
are presented along with the results extracted. Finally some power saving
techniques are introduced together with an assesment of their impact.

1 Introduction

Power consumption has become an important issue in the design of embedded ap-
plications, especially in recent years with the popularisation of handheld devices
such as cameras, mobile phones and PDAs. The application software execut-
ing on these devices has a substantial impact on their power consumption [1].
Traditionally, time consuming logic-level simulations of processor models were
used to evaluate the power dissipation of a processor when executing benchmark
programs. While utilised by processor designers, such models are typically not
available to software designers. Hence, power consumption due to software ex-
ecution can only be measured a posteriori. This leads to last minute software
tweaking, longer design cycles and a lack of predictability in the design process.

In this article, a power consumption model for the popular TMS320VC5510
Digital Signal Processor from Texas Instruments (TI) is developed. The C5510
is targetted at low power, medium performance DSP applications. Succesful
systems based on this DSP include modems (3Com), cell phone handsets (Nokia,
Ericsson), portable MP3 players (Sanyo), digital still cameras (Sony) and digital
video recorders (JVC). The power consumption model introduced herein is based
on experimental measurements of assembly instructions executing on an actual
processor. To the best of our knowledge this is the first time that such a model
has been presented for this processor.

The paper is structured as follows. Firstly, the measurement methodology is
presented including the theoretical background of instruction costs and the ac-
tual physical measurement scheme. Secondly, the target architecture is described
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detailing its relevant features. Thirdly, the experiments and results are presented
together with an analysis. The current consumption of different instruction com-
ponents is detailed along with the inter-instruction cost, the impact of parallelism
and other processor-specific effects. In the fourth section, this information is used
as the basis of proposing some power saving techniques. Finally, the conclusions
are presented and future work is outlined.

2 Methodology

The goal of the research is to measure the energy and power consumed by the
processor as it executes a program. The average power consumed by a program
is given by P = I × V where I is the average current and V is the core voltage.
The energy consumed by the program is given by E = P ×T = (I×V )×(N×τ)
where T is the total duration of code execution. This in turn can be calculated as
N×τ where N is the number of cycles of duration τ . In this context V and τ are
fixed, unless otherwise noted. Hence given N for a program, there is only need
to measure the average current I in order to calculate the energy consumed.

It has been shown [2, 3] that the total energy cost of a program can be
modelled as a base cost for each instruction plus an inter-instruction effect. The
inter-instruction effect is an overhead incurred when specific pairs of instructions
are executed consecutively. This overhead arises from changes in the circuit
state. The base instruction cost is measured by putting several instances of
the target instruction in an infinite loop and measuring the current drawn. If
a pair of instructions is put into an infinite loop, the current is larger than
the average of the individual base instruction costs. This increase is measured
as the inter-instruction cost. Special instruction sequences must be executed in
order to isolate other effects, such as special addressing modes, various memory
access types and operational modes. Taking these costs into account, the energy
consumption of a program can be expressed in the form of (1).

Ep =
∑

i

(Bi ×Ni) +
∑
i,j

(Oi,j ×Ni,j) +
∑

k

Ek (1)

where Bi represents the base cost of instruction i, Ni is the number of occurrences
of instruction i, Oi,j stands for the circuit state overhead for the instruction pair
i, j and Ek are the energy costs of other effects. This formula has been applied
to several processors giving accurate results for Motorola DSP56K [4], ARM7
[5], M3DSP [6], Hitachi SH-4 [7] and i960 [8].

The physical measurement methodology was applied to the 5510 DSK De-
velopment Software Kit [9], that provides 1.1 − 1.6V core voltage and 24MHz
frequency reference connected to a PC running the TI Code Composer Studio
(CCS). The tool was used to download and run the test programs, as illustrated
in Fig. 1. External software routines were used to trigger the measurements
using the digital storage scope. The current drawn was measured with a non in-
trusive, 0.1mA resolution current probe. The probe bandwith is around 50MHz
providing enough resolution for the present purposes. The measurements were
taken at 1.6V, 24MHz unless otherwise noted. For each measurement the mean
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Fig. 1. Instruction Energy Consumption Measuring Scheme

of between ten and twenty results was taken. The measurements are completely
repeatable.

3 Target Architecture

The target embedded DSP used for the study is a Texas Instruments TMS320
VC5510, with variable core voltage and frequency up to 200MHz. It implements
several special architectural features relevant to the work at hand. These are as
follows:

– Four functional units, namely Instruction, Program, Address and Data units,
which form a four stage prefetch pipeline in the Instruction unit and a four
stage pipeline, expanded up to eight stages in the case of memory operands.
All instructions are executed in one clock cycle, except branches, and the
CPU is able to execute two instructions simultaneously under some restric-
tions.

– Four 40 bit accumulator registers, eight 24 bit addressing registers and four
16 bit temporal registers, along with registers for circular addressing, hard-
ware loops, stack and data page pointers, status registers and others.

– Two independent 40 bit D-unit MAC units, one 40 bit D-unit ALU, one 16
bit A-unit ALU, one A-unit and one D-unit swap, and one D-unit barrel
shifter. One A-unit address generation unit, featuring one extra ALU for
indirect addressing modes.

– Twelve independent buses to memory, divided into two program buses (data
and address), six data read buses and four data write buses, along with
internal buses for constant passing between units.

– Instruction Buffer Queue (IBQ), that fetches four program bytes a cycle, up
to 64, passes six bytes at a time to the instruction decoder, and is flushed each
time the Program Counter jumps. One configurable 24Kbyte Instruction
Cache, 64 Kbytes of dual RAM (DARAM) able to read and write in the
same cycle, and 256 Kbytes of static RAM (SARAM) divided into 32 blocks
that can be accessed independently. System ROM of 32 Kbytes and almost
16 Mbytes of external addressing. One DMA controller.
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– Several low power capabilities such as configurable clock frequency and core
voltage. Independent, hardware-configurable, idle domains off and on: CPU,
DMA controller, Instruction Cache, Peripherals, Clock Generator and Ex-
ternal Memory Interface (EMIF).

4 Power Analysis of Target DSP Processor

4.1 Base Costs

The power consumption of the processor as a whole was studied by means of
the Idle modes. When running an infinite NOP loop at 20MHz the current
consumption is 12.3mA. The functional units can be assumed inactive and the
fetch and decode units consume a minimum amount of power. By means of the
Idle domains this NOP consumption figure can be separated into the components
due to Clock, CPU, Memories, DMA, EMIF and Peripherals sub-systems. The
results are provided in Fig. 2 and Table 1. It is clear that the power consumption
of the Clock sub-system dominates.

Fig. 2. Background Consumption Proportions

Table 1. Current Saving with Idle Domains (mA)

Unit DMA CPU Peripherals EMIF Memories CLKGEN

Current Saving 0.4(3.25%) 1.6(13.00%) 0.4(3.25%) 0.4(3.25%) 2.7(21.95%) 6.8(55.28%)

An extensive series of measurements were made to determine the base costs
of the VC5510 instructions. Measurements were made for the entire instruction
set, including all combinations of operations and addressing modes. In total
around 500 instructions were measured. The results were grouped according to
the taxonomy in the Texas Instruments manuals [10], namely Arithmetic, Bit
Manipulation, Logical, and finally Extended Registers and Move Operations.
However, given the large current consumption difference between internal and
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external instructions to the CPU, that is, operations without or with memory
access [11], a further separation between RR (register and register) and MR
(memory and register) instructions is made. The aggregate current consumptions
for the groups can be seen in Table 2.

Table 2. Basic Cost for Instruction Groups (mA)

Arithmetical Ops. Bit Ops. Logical Ops. Move Ops.

RR 13.4-15.5 (15.67%) 14.2-16.1 (13.38%) 13.4-15.7 (17.16%) 13.5-15.7 (17.16%)
MR 15.5-21.1 (36.13%) 16.4-18.1 (10.37%) 16.9-19.7 (16.57%) 15.1-20.0 (33.56%)

Varying the registers used in a single instruction within the same register
bank or between banks, has no significant impact on the power consumption.
Results for the Logical, Arithmetical and Move operations vary by less than 3.6%.
Different inmediate values or operands lead to different bus switching activities.
However variation in power due to data dependency is only significant for the
D-unit when processing 40 bit arithmetic. Results for Logical operations show
a 5.69% variation for 16 bit arithmetic and 13.69% for 40 bit arithmetic. It is
also worth noting that experiments changing data and registers at the same time
showed no further relation between them. Surprisingly, operations involving 16
bit immediate data consume less power than those involving 8 bit inmediates.
Experiments for Logical instructions show 8.10% less consumption in the long
case, and 5.63% less in the long case for MAC operations. This appears to be
due to the different instruction lengths - 3 bytes for 8 bit and 4 bytes for 16 bit.
The latter fitting more easily in the IBQ.

Use of indirect, register based, addressing modes is significant, since they
imply costly memory accesses. A further division can be made based on the use
of an extra Address Unit ALU, between the modes that modify the base regis-
ter and those that do not. The former is 0.5 − 0.8mA greater for Logical, Bit
and Move operations, and 2.0 − 3.0mA for Arithmetic operations. The power
consumption of DARAM and SARAM read only accesses are the same. Simul-
taneous DARAM read and write operations consume more power than their
SARAM equivalents by 2.98% and 15.6%, respectively. Finally, the instruction
bytewidth, ignoring data dependency, is not significant, as are the bit shifts
included in some instructions.

The energy consumption significance of different instruction components was
calculated by means of multilinear regression within the Arithmetical opera-
tions and can be found in Fig. 3. The selected set of values were the instruc-
tion or pipeline base cost, the instruction bytewidth (2,4,5), the inmediate data
bytewidth, the addressing modes of the operands (being 0 if inmediate, 1 if reg-
ister, 2 if register indirect and 3 if postincremented register based indirect), the
bit shift option, the extra memory access cycle option, the extra dual access and
the extra ALU used for parallel instructions. The mean square error was 0.74
and the R2 parameter 99.78%, with 129 samples composing the regression. It
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Fig. 3. Instruction Component Energy Consumption

is worth noting the similarity between the pipeline energy consumption and the
previously measured NOP consumption (11.9 and 12.3mA respectively). As is
evident from the results, the extra memory cycle cost dominates.

4.2 Inter-instruction Costs

Given the large number of measurements necessary for testing all combinations
of instructions, only inter-instruction effects between groups of instructions were
considered. The inter-instruction cost between instructions belonging to different
classes are shown in Table 3. The entry in row i and column j gives the overhead
cost when an instruction belonging to class j occurs after an instruction belong-
ing to class i. This table is symmetric, since the results show no perceptible
variation. Each result is once again divided between RR and MR operations. It
is worth noting that the in-group overhead values are constant (diagonal values).

Table 3. Overhead Cost for Instruction Groups RR/MR (mA)

Arithmetical Ops Bit Ops. Logical Ops. Move Ops.

Arithmetical Ops 1.1/ 3.0-3.6 1.0-2.0/ 3.0-5.0 1.0-2.0/ 3.0-4.0 1.5-2.5/ 3.5-4.0
Bit Ops 1.0-1.1/ 3.8-4.2 1.0-2.0/ 3.0-5.0 1.5-2.3/ 3.5-5.0
Logical Ops 1.0-1.1/ 3.0-4.0 1.0-2.5/ 3.5-4.0
Move Ops 1.0/ 3.4

4.3 Parallel Instructions Costs

One special feature of the DSP is the possibility to execute two instructions
simultaneously provided some conditions are met. The assembler supports some
single instructions in which the parallelism is Implied. Explicitly parallel instruc-
tions may also be used provided that the same resource is not re-used, the total
instruction code is not longer than six bytes and at least one of the instructions
is parallelisable.
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Experiments were conducted to measure the overhead due to parallelism rela-
tive to the cost of the original, non-parallel, instruction with maximum base cost.
To reduce the number of measurements to a reasonable number, it was decided to
measure the overhead for combinations of representative instructions from each
group. The results are provided in Fig. 4. Combinations for RR instructions
show lower overheads than combinations of MR-RR instructions. Implied paral-
lel instructions tend to have current consumption very close to the maximum of
the original instructions.

Fig. 4. Parallel Instruction Overhead Distribution (tenths of mA)

4.4 Other Effects Costs

Other effects to be considered for the present DSP include the current consump-
tion frequency effects, penalty of using circular addressing, Instruction Buffer
Queue flush/fill, and I/O port read/write. The behaviour of power consumption
versus frequency for the NOP instruction can be found in Fig. 5. The expected
linear relationship between power and frequency is evident. Circular addressing
modes are based on modulo N arithmetic and a special set of registers. After
several measurements, no observable current consumption change was measured
relative to the linear addressing modes. Current consumption is also unaffected
by Instruction Buffer Queue flushes or unconditional branches. These are sim-
ply implemented by changes in the value of the Program Counter and an extra
pipeline flush that inserts five or six idle cycles. Thus the energy consumed by
this instructions is five times higher, although the current consumption remains
constant. The change in consumption due to I/O port accesses is significant,
even though the lines are themselves driven from a separate 3.3V supply. A
glitch of around 0.12μs duration, as in Fig. 6, is observed when the I/O port
value toggles, for both reading and writing.



568 Miguel Casas-Sanchez, Jose Rizo-Morente, and Chris J. Bleakley

Fig. 5. Frequency Dependence of Current Consumption (mA)

Fig. 6. I/O Port Change Effects in Core Current Supply (tenths of A) (1μs = 20cycles)

5 Power Saving Techniques

An understanding of these power measurements may be used to derive energy
saving assembly-level code transformations.

Adjacent instructions should be parallelised wherever possible. For instance
two voice channels should be filtered with the same set of coefficients. Two
contiguous MAC instructions with post modification of pointer registers consume
19.1mA each, while the parallelised version consumes 22.8mA but only lasts one
cycle, thus saving 40.3% energy.

Another easy but powerful technique is using separate memories and several
SARAM banks so that wait cycles do not have to be inserted. One example
is applying an XOR masking operation directly to data in memory. That is,
taking the data, applying the mask and saving the result back in the same
position, while at the same time increasing the pointer. Using SARAM this
operation takes two cycles, consuming 18mA. Meanwhile DARAM consumes
20.9mA saving a cycle. Thus an energy saving of 43.1% is achieved. Alternatively,
different SARAM banks can be accesed at the same time. For instance in a dual
MAC operation, putting both data and coefficients in the same bank consumes
22.1mA and lasts two cycles. When the coefficients are in different banks the
operation lasts one cycle and consumes 22.9mA, thus saving 48.2% of the energy.
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Switching off Idle domains also leads to power savings, for instance during
DMA transfer the CPU and Peripherals can be switched off saving 16% of power.
During system wait periods both CPU and DMA can be switched off. This in
turn switches off the memories, thus consuming 38% less power. The complete
core can be switched off, waking up by means of a hardware interrupt, saving
100% of the power consumption.

Frequency and voltage scaling can be used to save power, by means of the
formula Pconsumed ∝ f × V 2

cc. When running at 24MHz, a 1.1V core voltage could
be used instead of 1.6V, saving 52.7% of the power consumption. Note that
reducing the frequency alone save power but not energy, since the program would
last longer at lower frequency.

6 Conclusions and Future Work

In this contribution, an instruction-level power and energy consumption model
and experimental measurements for the Texas Instruments TMS320VC5510 DSP
were presented. Attention was paid to the behaviour of the various instruction
groups and to the effects of consecutive instructions and instruction parallelism.
As has been showed in the last section, the data presented is applicable to the
problem of power aware software design.

Future work includes the application of results to the development of an
automated energy consumption estimator for the current processor. It is planned
that this estimator will be used as part of a more extensive power aware software
design methodology.
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Abstract. Hash functions are widely used in applications that call for
data integrity and signature authentication at electronic transactions. A
hash function is utilized in the security layer of every communication pro-
tocol. As time passes more sophisticated applications arise that address
to more users-clients and thus demand for higher throughput. Further-
more, due to the tendency of the market to minimize devices’ size and
increase their autonomy to make them portable, power issues have also
to be considered. The existing SHA-1 Hash Function implementations
(SHA-1 is common in many protocols e.g. IPSec) limit throughput to
a maximum of 2 Gbps. In this paper, a new implementation comes to
exceed this limit improving the throughput by 53%. Furthermore,power
dissipation is kept low compared to previous works, in such way that the
proposed implementation can be characterized as low-power.

1 Introduction

Due to the essential need for security in networks and mobile services, as specified
in various standards, such as the WTLS security level of WAP in [1], IPsec and
the 802.16 standard for Local and Metropolitan Area Networks [2], an efficient
and small-sized HMAC [3] implementation, to authenticate both the source of a
message and its integrity, is very important. Moreover year-in year-out Internet
becomes more and more a major economical parameter of world’s financial and
thus whole new applications are being created that presuppose authentication
services.

One recent example is the Public Key Infrastracture (PKI) that incorporate
authenticating services providing digital certificates to clients,servers,etc. PKI
increases citizen’s trust to public networks and thus empowers applications such
as on-line banking,B2B applications,electronic payments,stock trading etc. The
PKI that is considered as a must-have mechanism for the burst of e-commerce
worldwide involves the use of the SHA-1 hash function.However the implemen-
tations that will be used in the PKI should have a much higher throughput

� We thank European Social Fund (ESF), Operational Program for Educational and
Vocational Training II (EPEAEK II) and particularly the program PYTHAGORAS,
for funding the above work
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comparing to the present implementations in order to be able to correspond to
all requests for digital certificates.

On the other hand applications like SET (Secure Electronic Transactions)
have started to consecrate on mobile and portable devices. SET is a standard
for secure electronic transactions via public networks that has been deployed
by VISA,MASTERCARD and many other leading companies in financial ser-
vices. SET presupposes that an authenticating module that includes SHA-1 hash
function is embedded in any mobile or portable device.This means that the im-
plemented authentication core must be low-power.

This paper is mainly focused on SHA-1 [4] due to its major use in standards,
although other hash functions, like MD5 [5], can also be considered. Various
techniques have been proposed to minimize the SHA-1 implementation size. The
most common techniques are operation rolling loop and/or re-configuration. On
the other hand, alternative design approaches have been proposed to increase
throughput for a variety of hash function families. The most common techniques
are pipeline and parallelism. Design approaches that meet both constraints of
high-performance and small-size were presented in [7] and [8], where SHA-1
was implemented applying simultaneously the re-use and pipeline techniques. A
novel design approach is proposed to increase SHA-1 throughput, which exceeds
by 53% the throughput of the implementation presented in [8]. Conservative
estimations also show that a 30% of power saving can also be achieved.

This paper is organized as follows: In section 2 previous implementations of
the SHA-1 are presented. In section 3 the proposed design approach is detailed
and in section 4 the choice of unrolling two operations is justified. In section 5
power issues concerning the SHA-1 are presented.Throughput and area results
of the proposed SHA-1 are offered in section 6 and it is compared to the other
implementations. Finally, conclusions are offered in section 7.

2 Existing Implementations of SHA-1

The Secure Hash Standard [4] describes in detail the SHA-1 hash function. It
requires 4 rounds of 20 operations each, resulting in a total of 80 operations, to
generate the Message Digest. In Fig.1, the interconnection of two consecutive
operations is illustrated. Each one of the at, bt, ct, dt, et, is 32-bit wide resulting
in a 160-bit hash value. Kt and Wt are a constant value for iteration t and the tth
w-bit word of the message schedule, respectively. The architecture of a SHA-1
core is formed as illustrated in Fig. 2. In the MS RAM, all message schedules Wt

of the tth w-bit word of the padded message are stored. The Constants Array is
a hardwired array that provides the constant values Kt and the constant initial-
ization values H0 - H4. Additionally, it includes the Wt generators. Throughput
is kept low due to the large number of the required operations. An approach
to increase significantly throughput is the application of pipeline. However, ap-
plying or not pipeline, the required area is prohibitive for mobile and portable
applications. Thus, various techniques have been proposed to introduce to the
market high-speed and small-sized SHA-1 implementations
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2.1 Rolling Loop Technique

In [9] the rolling loop technique was used in order to reduce area requirements.
The proposed architecture of [9] requires only 4 operation blocks, one for each
round. Using a temporal register and a counter, each operation block is re-used
for 20 iterations. After 20 clock cycles the value of the first round is ready
and propagated to the next round. This approach is considerably area-efficient,
throughput is kept low due to the requirement of 81 clock cycles to generate the
Message Digest. In [10] a re-use technique was applied to the non-linear functions,
exploiting the similarity of the operation block. Modifying the operation block
to include the four non-linear functions, the non-linear function that corresponds
to the time instance t is selected through a multiplexer.
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2.2 Pipeline Technique

In [7], [8] and [11] the architecture of the SHA-1 core is based on the use of
four pipeline stages. This architecture exploits the characteristics of the SHA-1
hash function that requires a different non-linear function every 20 clock cycles,
assigning a pipeline stages to each round. Adopting design elements from [9]
and [10], operation blocks are re-used to minimize area requirements. This allows
parallel operation of the four rounds, introducing a 20 cycle latency to quadruple
the throughput of that in [10]. Furthermore, power dissipation and area penalty
are kept low, compared to the implementation presented in [9].

3 Proposed SHA-1 Implementation

From [4] and from Fig. 1, the expressions to calculate at, bt, ct, dt, et, are given
in Eq. 1-5

at = ROTL5(at−1) + ft(bt−1, ct−1, dt−1) + et−1 + Wt + Kt (1)

bt = at−1 (2)

ct = ROTL30(bt−1) (3)

dt = ct−1 (4)

et = dt−1 (5)

where ROTLx(y) stands for rotation of y byx positions to the left, and ft(z,q,r)
represents the non-linear function of the SHA-1 operation block which is ap-
plicable on operation t. The proposed design approach is based on a special
property of the SHA-1 operation block. Let’s consider two consecutive opera-
tions of the SHA-1 hash function. The considered inputs at−2, bt−2, ct−2, dt−2,
et−2 go through a specific procedure in two operations and after that the con-
sidered outputs at, bt, ct, dt and et arise. In between the signals at−1, bt−1, ct−1,
dt−1, et−1 that are outputs from the first operation and inputs for the second
operation have been computed. Except of the signal at−1, the rest of the sig-
nals bt−1, ct−1, dt−1, et−1 are derived directly from the inputs at−2, bt−2, ct−2,
dt−2 respectively. This means consequently that also ct, dt and et can be derived
directly from at−2, bt−2, ct−2 respectively. Furthermore,the fact that at and bt

calculations require the dt−2 and et−2 inputs respectively, which are stored in
temporal registers is observed. The output at requires only dt−2 whereas bt re-
quires only et−2. It is clear enough that these these two calculations can be
performed concurrently. In Fig. 3, the consecutive SHA-1 operation blocks of
Fig. 1, have been modified so that at and bt are calculated concurrently.

The gray marked areas on Fig. 3 indicate the parts of the proposed SHA-1
operation block that operate in parallel. Examining the execution process it is
noticed that only a single addition level has been introduced to the critical path.
This is necessary because during the computation of at the bt value has to be
known.So in three addition levels the bt value is known and in parallel the two
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Fig. 3. Proposed SHA-1 operation blocks

addition levels of at computation have already been performed. An extra addi-
tion level is required in order for the at value to be fully computed. Considering
the above facts it is obvious that the critical path in the proposed implementa-
tion consists of four addition levels instead of the three addition levels consisting
the critical path of a non-concurrent implementation. Although, this fact re-
duces the maximum operation frequency in the proposed implementation, the
throughput is increased significantly as it will be shown. In Eq. 6, the expression
of throughput is given.

Throughput =
#bits ∗ foperation

#operations
(6)

For the above equation the theoretical expected operating frequency is about
25% lower since the critical path has been exceeded from three to four addition
levels comparing to non-concurrent implementations. However the hash value in
the proposed implementation is computed in only 40 clock cycles instead of 80 in
the non-concurrent implementations. This computations lead to the result that
theoretically the throughput of the proposed implementation increases by 50%.

In Fig. 4, the modified structure of the hash core is illustrated, as it is pro-
posed in [7] and [8], where there are four pipeline stages and the proposed oper-
ation block for each round.

The partially unrolled expressions that give at, bt, ct, dt and et, are now
described from Eq.7-11.

at = ROTL5(at−1) + ft(at−2, ct−2, ROTL5(bt−2)) + dt−2 + Wt + Kt (7)

bt = ROTL5(at−2) + ft(bt−2, ct−2, dt−2) + et−2 + Wt−1 + Kt−1 (8)

ct = ROTL30(at−2) (9)
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dt = ROTL30(bt−2) (10)

et = ct−2 (11)

From Eq. 7-11, it can be assumed that the area requirements are increased.
Thus, the small-sized constraint is violated. However, the hardware to imple-
ment the operation blocks of the SHA-1 rounds is only a small percentage of
the SHA-1 core. Moreover considering the fact that the SHA-1 hash core is a
component and not entire the authenticating scheme obviously the proposed im-
plementation satisfies the design constraint for small-sized, and high-performing
operation. Besides that in the next section it will be shown that the proposed
implementation also meets the design constraints for the characterization as
low-power.

4 Number of Operations to Be Partially Unrolled

The selection to unroll two operations and not more can he answered by the
analysis of the resulted critical path and the corresponding throughput compared
to the area that is required for the implementation of the SHA-1 hash core. The
results of this analysis are presented in Fig.5 where the ratio Throughput per
Area for several unrolled operations is illustrated.It is useful to point out that
the number of operations to he unrolled when dividing 20 must give an integer
result for implementation’s shake.From Fig.5 obviously the best ratio of unrolled
operations per achieved frequency was given for two operations unrolling. Partial
unrolling does not always present the same best fitting point. i.e. two operations
unrolled,but there are many parameters that determine the best solution.One
parameter is the algorithm since it specifies the ratio of throughput gain per
area penalty. Another parameter is the rest security scheme that is incorporated
along with the hash function.If there is another module that operates on a quite
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low frequency and requires a significant amount of area for its implementation
then it is better to unroll more operations since that results to a lower frequency
hut also to a higher throughput for the hash core. Moreover the introduced area
penalty as percentage is smaller.In our implementation we tried to implement
a hash core that has a higher throughput than presented implementations and
thus is small-sized and low-power addressing in this way to a great variety of
applications.

5 Power Issues

The proposed SHA-1 operation block not only results to a higher throughput for
the whole SHA-1 core but it also leads to a more efficient implementation as long
as the power dissipation is concerned. The reduction of the power dissipation is
achieved due to a number of reasons.

First of all the decrease of the operating frequency of the SHA-1 core results
to lower dynamic power dissipation for the whole SHA-1 core. This can easily be
seen regarding the relevant power equations. Moreover the adopted methodology
for the implementation of each SHA-1 operation block combines the execution of
two logical SHA-1 operations in only one single clock cycle. This means that the
final message digest is computed in only 40 clock cycles and thus calls for only
40 write operations in the temporal register that save all the the intermediate
results until the final message digest has been fully derived.

It is possible to estimate the total power savings considering that the ini-
tial power dissipation was calculated as Pinit=80Pop(fop) + 80PWR(fop), where
Pop(fop) is the dynamic power dissipation of a single operation (depends from
the operation frequency fop ) and PWR(fop) is the power dissipated during
write/read operation of the registers (also depends from fop). Both Pop(fop) and
PWR(fop)’s values are proportional to the operating frequency fop. This means
for a decreased fop both Pop(fop) and PWR(fop) result to decreased values.
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According to the latter assumptions, the proposed operation block’s power
dissipation is estimated as Pprop = 40(2∗Pop(f

′
op))+40PWR(f

′
op) = 80Pop(f

′
op)+

40PWR(f
′
op). Considering that fop > f

′
op and thus Pop(fop) > Pop(f

′
op) and

PWR(fop) > PWR(f
′
op) (according to what was previously mentioned), it can be

derived that the operating frequency defines the overall power savings and that
the proposed implementation has a lower power dissipation.

The above calculations are considered as conservatives since the proposed
operation block’s dynamic power dissipation is for sure less than the twofold
dynamic power dissipation of a single operation. This can be easily realized if
the conventional single-operation and the proposed double-operation block are
examined thoroughly. However in the theoretical analysis the factor 2 was used
in order to cover the worst case that could happen including any power leakages
that could be revealed due to the extra hardware used in the proposed operation
block.

If a similar implementation is intended to be used in a device that does not
exploits the extra throughput (i.e some portable or mobile devices for certain use)
then this fact can lead to an even more low-power device.This can be achieved
if a certain targeted technology(in ASIC) is used where the operating frequency
can be slowed down and at the same time the supplying voltage Vdd can be
also decreased. Obviously this leads to a significant reduction of the total power
consumption whereas the throughput of the device fluctuates to the desirable
limits of conventional high-throughput implementations.

In the proposed implementation a 53% higher throughput is achieved com-
paring to competitive implementations. s a result of this the operating frequency
can be reduced about 53% and have the same throughput with the other com-
petitive implementations. The reduction of the operating frequency also leads to
reduction of the supplying voltage Vdd ( in ASIC designs)at about 40% taking
in consideration conservative aspects. On the other hand a significant increase
in the effective capacitance of the circuit occurs by a factor of two, that has to
be taken in consideration. Considering that the power dissipation in a circuit
is proportional to the effective capacitance,to the operating frequency and to
the square of the supplying voltage,it can be assumed that in this way an extra
60% power saving can be achieved meeting this way the constraint for extended
autonomy.

6 Experimental Results and Comparisons

In order to evaluate the proposed SHA-1 design approach, the XILINX FPGA
technology was used. The core was integrated to a v150bg352 FPGA device. The
design was fully verified using a large set of test vectors. The maximum achieved
operating frequency is equal to 55 MHz, an expected decrease of 25% compared
to [8] that correspond to the extra addition level introduced to the critical path.
Although the operating frequency of the proposed implementation is lower than
that of [7], [8] and [10], the achieved throughput exceeds 2,8 Gbps. In Table
1, the proposed implementation is compared to the implementations of [7], [8],



Optimizing SHA-1 Hash Function 599

[9], [10], [11] and [12]. From the experimental results, there is a range of 53% -
2266% increase of the throughput compared to the previous implementations. It
has to be noticed that the implementation of [10] was re-designed for the specific
technology, for fair comparison. In [10], the reported operating frequency was 82
MHz and the throughput was 518 Mbps.

Table 1. Operating Frequencies and Throughput

Implementations Operating Frequency(Mhz) Throughput(Mbps)

[7] 71 1731

[8] 72 1843

[9] 43 119

[10] 72(82) 460(518)

[11] 55 1339

[12] 38.6 900

Prop. Arch. 55 2816

Furthermore, regarding the overall power dissipation to process a message,
the proposed implementation presents significant decrease, approximately by
30% compared to the nearest performing implementation [8]. Power dissipation
was calculated using Synopsys Synthesize Flow for the targeted technology. The
activity of the netlist was estimated for a wide range of messages so that the
gathered values of the netlist activity can be considered as realistic. Then, from
the characteristics of the technology, an average wire capacitance was assumed
and the power compiler gave rough estimations. The results were also verified on
test boards, measuring the overall power consumed for a given set of messages, for
each implementation. Power dissipation is decreased primarily due to the lower
operating frequency, without compromising performance. Also, power dissipation
decrease is achieved due to the reduction by 50% of the write processes to the
temporal registers.

In the case of the introduced area, the implementation of a SHA-1 core, using
the proposed operation block, presented a 20% overall area penalty, compared
to the implementation of [8]. The introduced area is considered to satisfy the
requirements of the small-sized SHA-1 implementations, meeting in parallel the
high-performance and low-power constraints.

7 Conclusions and Future Work

A high-speed and low power implementation of the SHA-1 hash function was pro-
posed in this paper. It is the first known small-sized implementation that exceeds
the 2 Gbps throughput limit (for the XILINX FPGA technology - v150bg352
device). From the experimental results, it was proved that it is performing more
than 50% better than any previously known implementation. The introduced
area penalty was approximately 20% compared to the nearest performing im-
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plementation. This makes it suitable for every new wireless and mobile com-
munication application [1], [2] that urges for high-performance and small-sized
solutions. However, the major design advantage of the proposed design approach
is the low power dissipation that is required to calculate the hash value of any
given message. Compared to other high-performing implementations, approxi-
mately 30% less power per message is required. The proposed design approach
will be used to form a generic methodology to design low-power and high-speed
implementations for various families of hash functions.
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Abstract. In this work, the optimization of circuits design by using mul-
tiobjective evolutionary algorithm is addressed. This methodology enable
to deal with circuit specifications -formulated as objective functions- that
can be conflicting and want to be optimize at the same time. After the
optimization process, a set of different trade-off solutions for the design
of the circuit is obtained. This way, SPEA (Strength Pareto Evolution-
ary Algorithm) has been tested as optimizer of an hybrid CBL/CMOS
configurable cell. As a result, some conclusions about the optimized val-
ues of the transistor sizes of this cell in order to minimized some power
comsumption and delay timing specifications are obtained.

1 Introduction

Many real world optimization problems deal with several (and normally con-
fliction) objectives functions, which need to be accomplished at the same time.
A multiobjective optimization problem (MOP) can be defined ([1]) as that of
finding a vector of decision variables belonging to a given input search space
x ∈ Θ ⊆ Rn, which meets a series of constraints and optimizes a vector of
objective functions:

f(x) = [f1(x), f2(x), ..., fk(x)] (1)

where the k elements represent the objectives. The meaning of optimum is not
well defined in this context, so if the objectives are conflicting an unique solution
that optimize all the objectives can not be found. Therefore, the concept of
Pareto Optimality is used. Considering that all the components of the vector of
objective functions want to be maximized, a solution x∗ ∈ Θ ⊆ Rn is defined as
Pareto optimal if the following condition is satisfied:

∀x ∈ Θ, ∃i ∈ 1, .., k | fi(x�) > fi(x) and ∀j �= i ∈ 1, ..., k fj(x�) ≥ fj(x)
(2)
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This means that x* is Pareto optimal, if no feasible vector x exists that would
increase one criterion without causing a simultaneous decrease in, at least, one of
the others. The notion of Pareto optimum always gives not just a single solution,
but rather a set of Pareto Optimal Solutions. If x ∈ Θ is not a Pareto optimal
point, then it is referred to as dominated solution. When a subset of the input
search space is considered, Pareto Optimal Solutions are often refered as non-
dominated solutions.

Evolutionary Algorithms [2] are stochastic optimization procedures which
apply a transformation process (crossover and mutation operators), inspired by
the species natural selection process, to a set (population) of coded solutions
(individuals) to the problem. These procedures are specially suitable for solving
multiobjective optimization problems because they are able to capture multiple
solutions in a single run. Furthermore, diversity maintaining techniques can be
easily incorporated to these procedures in order to encourage dissimilarity be-
tween the found solutions. Multiobjective Optimization Evolutionary Algorithms
(MOEAs) is a very active area of research [3]. A good summary of real-world
optimization problems addressed with MOEAs can be found in [4].

Microelectronic design has the final goal to obtain a circuit implementing a
functionality with certain characteristics. In order to achieve this goal, a design
must follow a set of stages, all of them included in a design flow. A top-down
design flow begins with an oral specifications and arrives to a circuit following
several stages that can be optimized separately with MOEAs. In most cases, the
objective functions are usually characterization parameters related with circuit
specifications, such as power consumption and operation frequency, while the in-
put space will be compounded by the employed algorithm, the functional blocks,
the logic families and the floor-planning to the stage of algorithm, architecture,
logic family and technology mapping respectively. This paper addresses the use
of evolutionary multiobjective optimization techniques in microelectronic design
at logic family level. More specifically, the algorithm SPEA (Strength Pareto
Evolutionary Algorithm) [5] is used to find the sizes of the transistors -ratio
W/L- on an hybrid CBL/CMOS cell in order to optimize some circuit specifica-
tions -formulated as objective functions to be minimize- related with time delay,
power consumption and noise. The obtained Pareto-optimal solutions (transistor
sizes) provides an insight into the nature of the input space, so some conclusions
can be extracted for the design of circuits using this cell.

This paper is divided as follows. Section 2 analyzes the hybrid CBL/CMOS
cell; section 3 addresses the optimization methodology used in the design of the
cell and reviews SPEA. Results of the optimization of the CBL/CMOS cell using
SPEA are shown in Section 4; Finally, section 5 exposes the conclusions drawn
from this work and point out some future lines to improve the optimization
methodology presented here.
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2 Design of an Hybrid CBL/CMOS Cell

The logic family used in this paper is a configurable CBL/CMOS family [6].
Depending on a signal, the behaviour of the cell is the same than a CMOS or
a CBL cell, and hence, the behaviour of a low power or a low noise cell. The
schematic of a hybrid inverter is shown in figure 1.
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Fig. 1. Schematic of an hybrid inverter

The behaviour of this cell is as following. When the signal m b is high, the
cell is configured as CMOS cell. In this case, the transistors PC and PS are off.
The transistor NS is on, and so it puts a low level in the gate of transistor NI,
cutting it off. With this configuration, the signal data out is the complementary
value of the signal data in due to the transistors PM and N, that is, a CMOS
inverter.

When the signal m b is low, the cell is configured as CBL cell. In this case, the
function of the transistor PM is eliminated because its drain and source terminals
are always connected through the transistor PC that is always on. Besides, the
transistor PS is on connecting the output signal to the gate of the transistor NI,
while the transistor NS is off. With this configuration, the signal data out will
be low when the signal data in is high; in this case, there exists a path between
supply and ground with a constant supply current (so the transistor PC must
be weaker than transistor N). The signal data out will be high when the signal
data in is low, due to the transistor PC (typical of CBL cell) and PM (typical
of MOS cell). The supply current is due to the transistor NI that is on.

In the design of this cell, we must obtain the sizes of each transistor. In order
to obtain them, we can use the methods of each family. In the case of CBL cell, a
possible method consists to fixe the voltage of low level and the supply current,
as we can see in [7, 8], while in CMOS cell, the most usual method consists to
match both NMOS and PMOS trees.

The transistors PS and NS have the function of pass-transistors, and hence
their effects over parameters are low; then their sizes will be the minimum sizes
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to switches, due to their low influence. Though these sizes can be calculated by a
model based on analitical expresions (equations), that it is not an accurate way
to do it because most of the times, these models don’t take under consideration
minor order effects like channel length, so electrical simulators are a better op-
tion. In table 1 we show the simulated and calculated ratios W/L considering a
low level signal (voltage=0.162 v), and a supply current of 0.47 mA. The sim-
ulation has been performed by ELDO in a standard CMOS technology of 0.35
μm; while the calculated ratios have been obtained from a basic model. Both
cases use the parameters of the same technology. The deviation (relative error)
between calculated and simulated sizes is between 21% of the PMOS tree, and
0.4% of the PMOS CBL transistor. The differences between both calculated and
simulated transistor size ratios are due to the difference of the employed model
level, with more accurated levels in simulation.

Table 1. Comparative between calculated and simulated values to obtain the ratios
W/L of transistors

Transistor Simulated W/L Calculated W/L Deviation

PC 2.33 2.32 0.4%
NI 0.80 0.69 16%
N 5 6.06 -17%

PM 15 18.87 -21%

3 Multiobjective Genetic Algorithm
and Optimization Methodology

SPEA (Strength Pareto Evolutionary Algorithm), used as multiobjective opti-
mizer (see Figure 2, uses an external archive (E ) containing the non-dominated
solutions found so far [5] to be updated (step 04 and step 05 in figure 2) in each
iteration . The non-dominated solutions stored in E are intended to approx-
imate the Pareto-optimal solutions of the problem after a convenient number
of iterations. A clustering algorithm [9](step 06 in figure 2) is applied to the
external archive in order to achieve two main goals: (1) to avoid that the size
of the external archive exceeds an user defined maximum size (maxESize); (2)
to distribute uniformly the found non-dominated solutions along the objective
space by encouraging the dissimilarities between the stored solutions. The trans-
formation operators (step 09) are a single point crossover operator and uniform
mutation operator for real-coded individuals [10]. Each individual (coded solu-
tion) is composed by a vector of real numbers containing the sizes (width and
length) of all transistors involved in the cell. The overall employed optimization
methodology is depicted in figure 3. In order to reduce the input search space
size, the following restrictions are imposed:

3μm < Wi < 0.3μm ∀ transistors
2μm < Li < 0.3μm ∀ transistors
W
L PC

< W
L N
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01 Create randomly Population P of Candidate Solutions (individuals) of
Size Popsize

02 Create external archive E
03 While (stop_condition) FALSE
04 Copy non dominated individuals form P to E
05 Delete dominated individuals form E
06 if Size(E) > maxESize then reduce Size of E with clustering algorithm
07 Assign fitness to each individuals in P and E
08 Binary Torunament Selection of Popsize individuals from P+E
09 Crossover and Mutation of individuals in P
10 Evaluate the Performance of each individual in P using ELDO Simulator
11 EndWhile

Fig. 2. SPEA pseudocode

(W1, ..., Wn, L1, ..., Ln)
        ELDO
SIMULATOR (F1, ..., Fk)

SPEA
(W1s, ..., Wns, L1s, ..., Lns)
      s := 1 ... Popsize

Evaluation of a coded solution

Fig. 3. Block diagram of optimization methodology

Simulation has been performed in the enviroment shown in figure 4(a). In it,
the studied inverter is the center one; while the other inverters generate a more
realistic enviroment, that is, a fan in and a fan out of one inverter, and hence,
a realistic waveform in all signals of studied inverter. Also, the supply source is
not ideal due to the inductor.

Both CMOS and CBL configurations are considered in the same simulation.
As example, the supply voltage is shown in figure 4(b). In it, we can see the be-
haviour of both configurations: firstly CBL and secondly CMOS configurations.
In a normal operation, the cell configuration will not change, and so, the initial-
ization of both configurations is not considered in order to obtain the different
parameters (because the behaviour is different from the normal one).

4 Results

We have focused for this work in the followings objective functions (cost fac-
tors) to be minimized simultaneously: supply current (Idd) peak, supply volt-
age (Vdd) peak,the RMS value of supply current, average power consumption
(Pow),propagation delays (Tdelay, Tfall, Trise), power-delay product (PDP) and
the low level (VOL) in CBL configuration; all these parameters will be obtained
for both configurations, except the last parameter (typical of CBL configuration).

All these cost factors are measured for each coded solution using ELDO
simulator as indicated in figure 3. The input signal is a pulses train to 100 KHz
and the supply voltage will be maintained to 3.3 v. Regarding the adjustment
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in out1 out out2

(a)
CBL 

configuration

Inicialization

(b)

CMOS
configuration

Fig. 4. Schematic of simulation environment including the CMOS/CBL inverter

of the optimizer, the following values have been used for SPEA in all the runs
of this algorithm:

– Maximun size of external archive=80
– population size=30
– Crossover probability=0.8
– mutation probability=0.01

We can be interested in studying the dependency of a given transistor size
over a certain objective function. In this context, the ploting of the non-dom-
inated ratio W/L solutions of each transistor with respect to a given objective
function show us which are the areas of the input search space related with a
”good design” for that objective when the simultaneous minimization of all cost
factors is considered. As an example, the solutions for two different cost factors
are shown in figure 5. In this figure, the peak of supply voltage and the average
propagation delay versus W/L of each transistor are depicted (W/L in y-axis
and the cost factor in x-axis) for the sum of CBL and CMOS configuration (both
configurations are contributing to the output). Firstly, we can see the different
behaviour to minimize both factors in some transistors. For example, the N
transistor shows a better behaviour with a W/L ratio near to one and to five to
power consumption and propagation delay respectively. We can see that in this
case the cost factors are in confliction and the use of multiobjective evolutionary
optimization is plenary justified then. In Table 2 values minimizing every cost
factor are shown.

Secondly, we can extract some recommendations for the design of this cell.
The transistors with a special influence in peak of supply voltage are the tran-
sistors N, PM and PC; the optimum ratio is near to one in all these transistors.
The others transistors do not show excesive influence in this parameter. In the
case of propagation delay, the transistors with a special influence are the tran-
sistors N, PM and PC; the optimum ratio is near to three, five and four to the
transistors PC, N and PM respectively.
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Fig. 5. (Vdd) and propagation delay for the sum of CBL and CMOS configurations
versus W/L for every transistor of the cell

From the study of non-dominated solutions for this cell, we extract the fol-
lowing conclusions:

– (Idd) peak shows dependency with the transistors N, NI and PC in CBL con-
figuration, and N and PM in CMOS configuration. In all of them, optimum
W/L ratios are near to unity.

– (Vdd) peak is influenced by the transistors N and NI in CBL configuration,
and PM in CMOS configuration. In all of them, the optimum ratios are near
to unity.

– (Idd) RMS value is influenced by the transistors PC, NI and N in CBL
configuration, but none influence is appreciated in CMOS configuration. The
optimum ratios are near to unity.

Table 2. Transistor sizes minimizing separately cost factors

Minimized factor PM PC N PS NS I

Sum of CBL and CMOS Configuration

Peak Idd = 0.099+0.092mA. 0.61/0.98 0.86/1.00 0.77/0.81 1.99/0.38 0.52/0.88 0.89/0.97
RMS Idd = 0.422+0.009m. 1.28/0.46 0.89/0.73 1.14/0.93 0.99/0.92 1.73/0.52 0.65/0.89
Peak Vdd = 0.300+1.100mV. 0.61/0.98 0.86/1.00 0.77/0.81 1.99/0.38 0.52/0.88 0.89/0.97
Trise = 0.073+0.169ns. 1.86/0.38 1.52/0.60 1.60/0.59 0.59/0.38 1.02/0.33 1.06/0.50
Tfall = 0.092+0.051ns. 1.47/0.65 0.90/0.90 1.99/0.34 0.86/0.58 1.54/0.84 1.21/0.49
Tdelay = 0.113+0.159ns. 1.28/0.67 1.52/0.43 1.60/0.33 0.59/0.56 1.04/0.33 0.91/0.67
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– The average propagation delay is influenced by the transistors PC (corre-
sponding to rise delay) and N (corresponding to fall delay) in CBL config-
uration, and PM (corresponding to rise delay) and N (corresponding to fall
delay) in CMOS configuration. The optimum ratios are near to three, five
and four for transistors PC, N and PM respectively. In the case of transistor
N, the optimum value is the same in both configuration.

– The average power consumption in CBL configuration is influenced by the
transistors PC, NI and N. Optimum ratio is near to unity in all transistors.

– PDP in CBL configuration is influnced by the transistor NI, whose optimum
ratio is near to unity. In the case of the rest transistor with influence in delay
and power (PC and N), the influence in the early parameter is eliminated in
PDP.

– The voltage of low level in CBL configuration is influenced by the transistor
PC, whose optimum ratio is above to unity.

As we can see, the optimum values are different to all parameters. In fact,
we can distinguish two types of parameter: timing parameters, compounded by
the propagation delayes; and supply parameters, compounded by the rest of
them. This fact justify the use of a multiobjective algorithm. So, the sizes to use
depends on the most restrictive parameter in the final circuit: timing or supply
parameters.

5 Conclusions

In this work, the optimized design of a CBL/CMOS cell by using a multiobjective
evolutionary algorithm has been addressed. Then, the following conclusions from
the encountered solutions have been obtained:

– The pass transistors (PS and NS) do not show a clear dependency with none
of parameters.

– There exists a clear difference between the best sizes to optimize timing
parameters and the rest of them. In the cases of timing parameters, the
ratio W/L tends to high values (between three and five); while in the rest of
parameters, the ratio W/L tends to values near to one.

– The transistor NI only shows a clear tendency to all current parameters in
CBL configuration (peak, RMS and average value of supply current, and
power delay product). Always, this tendency is to one. In the other param-
eters, there does not exist a tendency to a value of the ratio W/L.

– The transistor PM shows a tendency to one in the ratio W/L to current
and voltage peak in CMOS configuration. In the case of the delay in CMOS
configuration, the tendency of ratio W/L is to four.

– The transistor PC shows a tendency similar to the transistor NI in current
parameters. In the case of the delay, the tendency is to three.

– The transistor N shows two clear behaviours. In the cases of current param-
eters and peak of supply voltage, the tendency of ratio W/L is to one in
both configurations. But in the case of the delay, the tendency is to higher
values, four in CBL configurations and five in CMOS.
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Table 3. Optimum ratios of each transistor depending on the more restrictive param-
eter

Transistor Timing parameter Supply parameter Optimum value

PC 3 1 Depending on parameter
PM 4 1 Depending on parameter
PS - - -
N 4-5 1 Depending on parameter
NI - 1 1
NS - - -

Then, the optimum ratios are shown in table 3, depending on the more
restrictive parameter.

6 Future Work

This work is the init of a optimization process whose main objective is to achieve
a cells library addressed to mixed signal applications. With this library, a new
optimization process will be done in order to obtain the optimum configurations
of each cell in a general digital system.
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Abstract. For static CMOS Clock-Gating is a well-known method to
decrease dynamic losses. In order to reduce the static power consump-
tion caused by leakage currents, Power-Gating has been introduced. This
paper presents for the first time Clock-Gating and Power-Gating in Adi-
abatic Logic. As the oscillator signal is both the power and the clock in
Adiabatic Logic, a Power-Clock Gating is implemented using a switch
to detach the adiabatic logic block from the oscillator. Depending on
the technology the optimum switch topology and dimension is discussed.
This paper shows that a boosted n-channel MOSFET as well as a trans-
mission gate are good choices as a switch. Adiabatic losses are reduced
greatly by shutting down idle adiabatic circuit blocks with Power-Clock
Gating.

1 Introduction

The evolution in modern semiconductor technologies and the increasing demand
for more complex systems leads to a rising number of gates per chip. Dynamic
and leakage losses are a major concern in static CMOS circuits and have been
adressed by many proposals in the past ([1],[2],[3]). Adiabatic circuits are a way
to dissipate less than the fundamental limit for the dynamic energy loss per logic
operation (ECMOS = 1

2CV 2
DD) in static CMOS. Therefore a constant charging

current is used. The most promising adiabatic logic circuits like the Efficient
Charge Recovery Logic (ECRL) [4] and the Positive Feedback Adiabatic Logic
(PFAL) [5] are dual-rail encoded and use a four-phase power supply. At each
cycle charge is transferred to one of the output nodes and recycled to the supply
again, leading to losses even for constant input signals. Power-Clock Gating
(PCG) avoids these losses by detaching the Power-Clock from idle circuit blocks.

This work treats PCG for the ECRL family, which provides a large sav-
ing against static CMOS. Simulations are performed with a BSIM3 model and
parameters of an industrial 130nm process. The operating frequency for the in-
vestigated circuits is 100MHz, this is a suitable frequency for many digital signal
processing tasks. After a short description of the adiabatic Power-Clock and the
so-called adiabatic losses, basic considerations of PCG are shown. A major de-
cision is the choice of a suitable switch. Section 3 deals with the optimization

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 638–646, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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of the switch. In Section 4 basic PCG switching theory is discussed, followed by
the verification of the theoretical results in the simulation section.

2 Adiabatic Losses and Power-Clock Gating

A four-phase Power-Clock Φ is used for the investigated ECRL familiy. Each
cycle consists of four states, as can be seen in Fig. 1 a). Adjacent phases are
shifted by a quarter of the phase period T .

During the Evaluation state E, the Power-Clock voltage rises and one of the
output capacitances is loaded depending on the input signals. The Hold state
H provides a stable output for the Evaluation state of the following adiabatic
gate. In the Recover state R the charge from the output node is recycled to the
oscillator. For symmetry reasons a Wait state W is inserted.

a)

Φ i

HE R W

t

T b)

PCG

Φ
1

Φ
2

Φ
3

Φ
4

Adiabatic Logic System

Fig. 1. a) One phase of the adiabatic four phase clock. The cycle consists of four
states. b) The general ideal behind Power-Clock Gating: The circuit is detached from
the oscillator via a switch

In static CMOS, no dynamic losses occur as long as the logic state at the
input does not change. As the output node is charged and discharged during
every cycle in Adiabatic Logic, energy dissipation occurs even for a steady output
state. Therefore Power-Clock Gating is introduced, which enables us to detach
the oscillator from our circuit. Fig. 1 b) shows the principle of PCG: Switches
are used to disconnect the adiabatic circuit from the oscillator.

The dissipated energy per cycle of an adiabatic gate can be expressed by

Ediss = 8
RALC2

AL

T
V 2

DD . (1)

where RAL is the path resistance and CAL is the output node capacitance. These
losses are called adiabatic losses and Equation (1) is true as long as

T

4
� max(RC) (2)

where for Equation (1) max(RC) = RALCAL.
An equivalent circuit is presented in Fig. 2 a) including a model for the line

connecting the circuit to the oscillator.
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Fig. 2. a) The equivalent circuit consists of the model for the line and an adiabatic
circuit model. b) An equivalent model for the switch is inserted between the line and
the adiabatic circuit model

If the condition of Equation (2) holds, the currents loading the capacitances
are constant. The corresponding term for the energy dissipation of the system
consisting of line and adiabatic logic circuit is

E0 = 8
V 2

DD

T

(
RALC2

AL + RLine (CAL + CLine)
2
)

. (3)

In Fig. 2 b) a switch model is inserted consisting of the channel resistance RS

and the gate-source and the gate-drain capacitances. In the linear region both
amount to half of the gate capacitance CS . We see that the loading resistance for
the adiabatic gate is raised. The additional current charging the gate capacitance
CS of the switch device causes adiabatic losses in the line resistance RLine and
in RS . If the switch is in on-state, Equation (3) is extended to

Eon = 8
V 2

DD

T

(
RALC2

AL + RS

(
CS

2
+ CAL

)2

+

+RLine (CAL + CS + CLine)
2

)
. (4)

So the switch is adding additional losses to the system. To reduce the influence
of the switch, we are looking for a low-resistance, low-capacitance switch. Taking
a MOSFET as switching device a trade-off between resistance and capacitance
has to be made. If we enlarge the width of the switch on the one hand the
resistance is decreased but on the other hand the gate capacitance is increased.
So an optimum width can be found that generates a minimum energy overhead.
Turning off the switch the overall losses are reduced to the losses of the supply
line and the switch.

Eoff = 8
V 2

DD

T

(
RLine

(
CS

2
+ CLine

)2
)

. (5)

The stand-by energy dissipation Eoff is mainly dependent on the Power-Clock
line length.
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3 Switch Topologies

The choice of the best PCG switch topology is a major concern. Preferably,
we are looking for a switch with a low on-resistance and a small threshold drop.
Three topologies (Fig. 3) were investigated in aspect of their suitability as switch.
The n-channel and the p-channel MOSFETs are boosted by a voltage VOV to
provide full swing operation and reduce the on-resistance. The on-resistance in
the linear region is equal to

RS =
1

μCOX
W
L |VDD + VOV − Φ− Vth|

(6)

where μ is the mobility and COX is the specific oxide capacitance. W and L are
the channel width and length.

a)

VDD+VOV

Φ

AL

b)

Φ

AL

−VOV

c)

Φ

AL

VDD

VSS

Fig. 3. Three topologies have been investigated. For a) n- and b) p-channel devices a
boost voltage VOV has been applied in order to achieve full swing operation. c) For the
transmission gate the width of the p-channel Wp is twice Wn

The p-channel width Wp of the transmission gate is twice the width Wn of the
n-channel to compensate for the differing mobilities of n-channel and p-channel
transistors. The transmission gate‘s inverse on-resistance is

R−1
S = μnCOX

Wn

L
(VDD − Φ− Vth,n + | − Φ− Vth,p|) . (7)

Looking at Equation (4) we want a small CS . As CS is directly proportional to
the width, a small PCG switch is desired. So for a MOSFET switch a trade-off
between the on-resistance RS and the capacitance CS has to be made.

A MATLAB simulation was performed, calculating the resistance RS and the
energy from Equation (4). A line length of 100μm has been chosen. The adiabatic
load consists of 16 ECRL inverters. For the 16 inverters a model using RAL and
CAL has been chosen, producing the same energy dissipation like 16 ECRL
inverters. For the n-channel and the p-channel switch an overdrive voltage of
VOV = 400mV has been applied. The results are presented in Fig. 4. In Fig. 4 a)
the transmission gate‘s resistance is almost constant over the whole Power-Clock
voltage range. The n-channel has its lowest resistance for low voltage of the
Power-Clock Φ and the p-channel for a voltage close to VDD = 1.2V . The relative



642 Philip Teichmann et al.

a)
0 0.2 0.4 0.6 0.8 1 1.2

10
2

10
3

10
4

10
5

Φ [V]

R
S [ Ω

]

n−channel
p−channel
trans. gate

b)
0 20 40 60 80 100

10
0

10
1

W/W
min

E
O

H
,r

el

n−channel
p−channel
trans. gate

Fig. 4. a) The resistance of n-channel and p-channel MOSFET is dependent on Φ
whereas the transmission gate shows an almost constant resistance over the whole
Power-Clock voltage range. The n-channel and p-channel devices are boosted by a
voltage VOV = 400mV . b) Looking at the relative energy overhead, we see that the
boosted n-channel device adds the lowest overhead in on-state, closely followed by the
transmission gate

energy overhead EOH,rel introduced by the switch is shown in Fig. 4 b). It is
defined as

EOH,rel =
Eon

E0
− 1 . (8)

On the x-axis the allover width is specified. For the transmission gate this is
W = Wp + Wn = 3Wn. The boosted n-channel switch introduces the lowest
overhead EOH,rel. The transmission gate differs slightly, the boosted p-channel
doubles the dissipated energy. The optimum width Wopt is found at the minimum
of EOH,rel.

Summarizing the properties of the switch topologies, we see that the boosted
n-channel MOSFET seems to be the best choice at first sight. But the close
results for n-channel and transmission gate in respect of energy overhead EOH,rel

and area consumption A(Wopt) show that the transmission gate is a good choice
as well, as it is not boosted and the boost circuit itself will rise the area and the
energy overhead for the boosted n-channel solution. Furthermore, the n-channel
switch will reach its highest RS for values of the Power Clock close to VDD.
This leads to a misshaped Power-Clock signal after the switch, as the full VDD

level cannot be reached (see Fig. 5). This limit can be reduced boosting the
n-channel with higher voltages but it will lead to a higher gate voltage and this
will compromise the reliability of a system. On the other hand, voltage scaling
is limited due to the reduced voltage level at the adiabatic block caused by the
voltage drop over the n-channel switch.

Simulations show that the transmission gate and the non-boosted n-channel
switch (Fig. 5) cause an energy penalty EOH,rel of 18%, if driving 16 Inverters
with an area A = 15Amin for the switches. Full swing operation with the n-
channel needs a VOV of 400mV. By increasing VOV to 400mV, EOH,rel can be
reduced to 14% for the n-channel.
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Fig. 5. For the n-channel device a high boost voltage VOV has to be applied in order
to allow full swing operation of the adiabatic circuit. VafterN is the voltage after the n-
channel switch. A VOV of 400mV needs to be applied to reach VDD. EOH,rel decreases
according to the reduced RS for higher boost voltages

4 PCG Switching Theory

In a system consisting of different functional units, some units are not used per-
manently. In other applications the whole system can be switched off for certain
times. During idle times a shut-off via PCG is performed. As PCG not only
introduces an overhead due to losses through RS and CS , but also an switching
overhead ESOH , a minimum time can be found, where applying PCG for a cir-
cuit pays. This minimum of Toff is called Minimum Power Down Time TMPD.
The switching overhead ESOH is caused during turn-off and turn-on in the adi-
abatic circuit. Additional energy is needed to charge the gates of the switching
devices, but this overhead is not taken into account in the considerations in this
paper.

First the mean energy dissipation using PCG (EPCG) is calculated by inte-
grating the energy dissipation over Tges = Toff + Ton.

EPCG =
1

Tges

Tges∫
0

E(t)dt (9)

If we assume that the switching overhead appears within one cycle of the Power-
Clock TΦ Equation (9) can be written as

EPCG =
1

Tges
(TonEon + ToffEoff + TΦESOH) . (10)

The Minimum Power-Down Time TMPD,0 gives us the time for the power-down,
where EPCG is equal to the energy dissipation per cycle for a system with no
switch E0. In Equation (11) Eoff is assumed to be much smaller than Eon.

TMPD,0 = EOH,relTon + TΦ
ESOH

E0
(11)
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For a longer Ton a longer Minimum Power-Down Time is required, to compensate
the relative overhead EOH,rel introduced by the switch. The switching overhead
looses its impact with longer times Ton. If a circuit is already equipped with
PCG we can specify a Minimum Power-Down TMPD,on. When the circuit is in
Power-Down longer than TMPD,on, the mean energy dissipation EPCG is pushed
below Eon. Otherwise the switching will cause more dissipation than can be saved
by shutting off. Summarizing we can see that each switching process should be
rated, if a reduction potential exists or not.

TMPD,on = TΦ
ESOH

E0
(12)

Ton Toff

Tges

TΦ

ESOH+Eoff

E0

Eon

Eoff

2

1

Fig. 6. PCG introduces overhead (1) in the on-state and with each switching event. In
order to gain from a Power-Down, the overhead has to be compensated by the savings
during a Power-Down (2)

Now looking at the switches, a boosted n-channel is adding little relative
overhead EOH,rel. For a long Ton a n-channel device combined with a high boost
voltage VOV allows the minimum product TonEOH,rel, but as mentioned before,
the boost circuit itself will cause an energy overhead as well, leading to the
conclusion that the transmission gate is a suiting switching device as well.

5 Simulation Setup and Results

A 16bit Carry Lookahead Adder (CLA) structure assembled with ECRL gates [4]
is simulated using a BSIM3 model with 130nm CMOS technology parameters.
The Power-Clock phases are detached from the CLA in a way, such that each
phase is connected and disconnected in the W state. Charge stored in the circuit
is recovered into the oscillator in the R phase. Virtually no charge is remaining
in the system, and the shut-off can be performed with best energy efficiency in
the W state.
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To provide realistic input signals, two ECRL inverters are chained in front of
each input. At the outputs, a chain of two ECRL inverters is connected to have
a realistic load. The simulation arrangement is sketched in Fig. 7 a).

For the simulation we choose the relation Ton = Toff . Equation (10) simplifies
to

EPCG =
1
2

(
Eon + Eoff +

TΦ

Toff
ESOH

)
. (13)

For long Toff the switching overhead ESOH loses its impact and EPCG con-
verges to 1

2 (Eon + Eoff ) ≈ 1
2Eon. Both devices, transmission gate and boosted
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Fig. 7. a) The input signals for the simulated 16bit CLA are conditioned with two
chained inverters. An output load is provided by an inverter chain at the outputs. N-
channel and transmission gate switches are investigated. b) Simulation results for the
CLA show that TMPD,0 for the transmission gate is lower than that for the n-channel,
using the relation Ton = Toff . This leads to the assumption that the transmission gate
produces less switching overhead

n-channel, where sized to 15Amin, this is an area penalty of approximately 12%
for the CLA. The simulation results are presented in Fig. 7 b) for the boosted
n-channel device and the transmission gate. TMPD,0 is 13TΦ for the transmis-
sion gate and 19TΦ for the n-channel switch. Knowing that Eon is less for the
n-channel device, we can draw the conclusion from Equation (13), that it cre-
ates a higher switching overhead ESOH . Equation (12) shows a dependency on
Ton. Thus for long Ton, TMPD,0 of n-channel and transmission gate will cross.
Each application has to be considered in aspect of Toff and Ton, to choose the
right switch. For a Ton �= Toff simulations show, that the circuit is gaining large
savings from PCG. Running the CLA for 20TΦ and shutting it down for 60TΦ

saves 48% for the boosted n-channel and 53% for the transmission gate switch.
If the CLA is in on-state for 100TΦ and in off-state for 400TΦ we achieve 73.5%
reduction with the n-channel and 73.2% with the transmission gate.
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6 Conclusion

Power-Clock Gating for Adiabatic Logic is proposed that incorporates Power
Gating as well as Clock Gating in one switch. A theoretical approach to PCG
has been presented, that gives us a first advice for the choice of a suitable switch
topology.

It was shown that both, boosted n-channel MOSFET and transmission gate
are reasonable switch topologies for PCG. The n-channel is producing less static
overhead but the boost circuit itself will diminish this advantage.

The Minimum Power-Down Time TMPD has been presented as a Figure
of Merit. It tells us the minimum off-time for which we gain savings from the
introduction of PCG for a given Ton. Power Clock Gating was applied at a 16Bit
Carry Lookahead Adder (CLA) structure, proving that PCG can reduce losses
greatly with an acceptable area penalty. For an application that is in on-state for
100 cycles and in power-down for 400 cycles PCG achives a reduction in energy
dissipation of 73%.
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Abstract. Addition is the most important operation in data processing
and its speed has a significant impact on the overall performance of
digital circuits. Therefore, many techniques have been proposed for fast
adder design. An asynchronous ripple-carry adder is claimed to use a
simple circuit implementation to gain a fast average performance as long
as the worst cases input patterns rarely happen. However, based on the
input vectors from a number of benchmarks, we observe that the worst
cases are not exceptional but commonly exist. A simple carry-lookahead
scheme is proposed in the paper to speed up the worst-case delay of
a ripple-carry adder. The experiment result shows the proposed adder
is about 25% faster than an asynchronous ripple-carry adder with only
small area and power overheads.

1 Introduction

As a basic computation function of data processing, integer addition is the most
commonly used and important operation in digital circuit design. Therefore the
speed and power consumption of adders have great impact on the overall system
speed and power consumption. A ripple-carry adder [1] is implemented by using
multiple copies of a 1-bit full adder, where the carry output of the (i − 1)-th
full adder is fed into the carry input of the i-th full adder and the lowest order
full adder has a carry input of 0. Because the carry input of the i-th adder
depends on the carry output bit of the (i − 1)-th adder, the carry input of the
(i− 1)-th adder depends on the carry output bit of the (i− 2)-th adder, and so
on, the carries must ripple from the least-significant bit to the most-significant
bit, resulting in an addition time of O(n) (n is the word length of the adder).
Although a ripple-carry scheme is very slow for building a wide adder, small
ripple-carry adders are often used as building blocks in larger adders because
the constant factor of a full adder’s delay is very small.

To speed up adders, a wide variety of techniques have been proposed. These
techniques include: parallelizing adder segments by using redundant hardware,
like carry-select adders [2]; using dedicated carry propagation circuits to increase
the speed of carry propagation, like carry-lookahead (or Manchester) adders [3];
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or totally avoiding carry propagation, like carry-skip adders [4]. These schemes
can be used to satisfy different speed and hardware requirements. Apart from
these synchronous adders, asynchronous adders [5][6][7] are claimed to achieve
high performance by gaining ‘average performance’.

The remainder of the paper is organized as follows: Section 2 presents the
principle of asynchronous ripple-carry adders and tests the ‘average latency’
of ripple-carry adders by using several benchmarks; Section 3 proposes a new
scheme to speed up the worst-case latency of asynchronous adders. It also gives
the circuit implementation of the proposed adder; Section 4 gives the experi-
mental results; and Section 5 concludes the paper.

2 Average Latency
of Asynchronous Ripple-Carry Adders

Asynchronous logic [8] is claimed to have speed and power advantages over
synchronous logic design because an asynchronous circuit can use small hardware
to achieve ‘average latency’ which is smaller than the worst-case delay of its
synchronous counterparts. Asynchronous ripple-carry adders are very commonly
used examples to demonstrate the average latency of asynchronous design. The
schematic of a precharge asynchronous ripple-carry adder is shown in Figure 1 [8].

This is a hybrid asynchronous circuit, which has single-rail inputs and out-
puts, but its carry chain uses dual-rail 4-phase signalling. The carry bits of this
full adder are weakly indicating. Therefore, if the two inputs (a and b) of the
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Fig. 1. A hybrid asynchronous adder that displays average-case latency
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full adder are equal to each other, the carry-generating circuit can generate the
valid carry and propagate it to the high-order full adder without waiting for the
valid carry input from the low-order full adder. Only when a �= b does the full
adder need to wait for the carry from the low-order full adder. So there is only a
50% probability that the full adder needs to propagate carries. The carry chain
of the asynchronous ripple-carry adder is shown in Figure 2. The weak indica-
tion of the asynchronous full adders makes the carry chain not very ‘solid’ —
every node has 50 percent chance to break. So the worst-case latency of an addi-
tion depends on the longest carry chain segment in the addition. Figure 3 plots
the average latency of an weakly-indicating asynchronous adder as a function of
its word-length when it is fed with randomly generated numbers. For a 32-bit
ripple-carry adder, the average latency is only 5.34 full adder delays, which is
smaller than the worst-case delay of a much more complex synchronous adder.

Longest carry chain

Fig. 2. A weakly indicating asynchronous carry chain
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Fig. 3. Average size of longest carry chain for different word lengths assuming random
data distribution[6]

Unfortunately, the low average latency of asynchronous adders is based on
the assumption that all input vectors are random numbers. However, in real
applications, the input operands fed to an asynchronous adder are not random
numbers and the ‘average latency’ of the asynchronous adder is not generally
achieved. Garside demonstrated unbalanced distribution of both data processing
and address calculation using the Dhrystone benchmark [6]. Ten sets of input
vectors are also used in this work to test the practical average latency of asyn-
chronous adders. The characteristics of the input vectors are shown in Table1.
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Table 1. Input vectors

Input vectors Description

Rand Randomly generated inputs

Gauss Gaussian samples having μ = 0 and σ2 = 1000

adp(a) Branch calculations of a audio/video encoding/decoding program

adp(d) Data processing operations of a audio/video program

espr(a) Branch calculations of a logic minimization algorithm

espr(d) Data processing operations of a logic minimization algorithm

jpeg(a) Branch calculations of a JPEG image processing program

jpeg(d) Data processing operations of a JPEG image processing program

qsort(a) Branch calculations of a quick sort program

qsort(d) Data processing operations of a quick sort program

The vectors are taken from the ALU and address incrementer (discarding
sequential calculations) of an ARM microprocessor when it runs several bench-
marks. Figure 4 and Figure 5 show the different distributions of the longest carry
propagation distance. For rand, the carry chain lengths congregate in the area
between 2 and 7, so the average carry propagation distance is about 5.4. For
jpeg(d), the carry chain lengths separate on the two ends of the x-axis. Many
of them are smaller than 8, while many of them are bigger than 24. This results
in a mean carry propagation distance equal to 11.8. For jpeg(a), a significant
extra peak exists at the point of 16, which make the mean carry propagation
distance equals to 10.4 full adder delays. As can be seen from the comparison,
the real-time average latency of an asynchronous adder is much bigger than the
average latency based on random numbers.

An interesting characteristic of Figure 4 is that the high percentage distri-
butions gather on two ends — the longest carry chains are either very short
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or very long. Through further analysis of data processing operations, the short
carry chains represent the additions of two inputs having the same signs (they
are both negative or positive). The long carry chains represent the additions
of one small negative number and one positive number. For example, 0 − 1
(0xFFFFFFFF+0x00000000) has a longest carry chain that contains 32 full
adder delays. Since there is a 50% chance to add positive numbers and nega-
tive numbers, the average latency of an n-bit asynchronous ripple-carry adder is
about n/2 full adder delays, which is a big latency.

The reason why a big proportion of address calculations have a longest
carry propagation distance equal to half the word length is due to compil-
ers and the specific CPU architectures. In the tests, the ARM programs are
loaded at the address 0x8000. As is well known, branches dominate the actual
trace of a program. Among branches, jump back instructions having a small
jump distance are most common. The specific loaded addresses and small neg-
ative offset result in a longest carry chain segment. For example, 0x8010 - 9
(0x00008010+0xFFFFFFF7) has a carry chain that contains 16 full adder de-
lays. This is the reason why the delays of more than 50% address calculations
gather in the area of half word length.

3 Proposed Asynchronous Carry-Lookahead Adder

Because the long delays usually happen when calculating the addition of a neg-
ative and a positive number, for the applications where most operands are posi-
tive numbers, asynchronous adders still have the low average latency advantage.
However, if the average latency of an asynchronous adder can not meet a given
performance requirement, hardware additions are needed to speed up the asyn-
chronous adder. Those high performance techniques used in synchronous adders
can also be used to increase the performance of asynchronous adders. However,
the easiest way may be deduced from the observation mentioned above. If there
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is a pair of same-order input bits equal to each other, the carry chain is broken
at this node.

A fast asynchronous adder is shown in Figure 6. A 32-bit adder is subdivided
into 8 blocks. Each block contains a 4-bit asynchronous ripple-carry adder and
a detector. The detector detects if there exists a bit pair that has two bits equal
to each other. If not, the detector passes the carry in from the lower-order block
directly to the high-order block; otherwise, the detector propagates the normal
carry bit. This adder is similar to a synchronous carry-lookahead adder. This
scheme is very efficient and low overhead — it reduces the worst-case delay by
approximately 8 times (ignoring the multiplexer delay). The hardware overhead
includes only 7 detectors and multiplexers. Using a precharge logic style, the
detector is very small and fast. The hardware overhead is also very small (25%).
The delay of the detector and the multiplexer is 0.8 of the half adder delay. The
worst-case delay of the 4-4-4-4-4-4-4-4 (8,4) scheme (8 blocks and each block
has 4 full adders) is 7 × 1 + 7 × 0.8 = 12.6 full adder delays. The worst-case
delay can be minimized by reorganizing full adders. A 5-5-5-5-5-7 scheme is also
tested for comparison. Figure 7 shows the evaluation speeds (without including
the delay of the completion detector) of different schemes. As can be seen, the
(8,4) scheme is good in terms of speed. Another advantage of the (8,4) scheme
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is that it keeps the detectors a reasonable size. Using the proposed technique,
the average latency of address calculation is sped up by 44% and the average
latency of data processing is sped up by 53% with 25% hardware overhead.

3.1 Completion Detector Design

Figure 7 does not include the delay of the asynchronous completion detector
which indicates the completion of additions. A completion detector can greatly
affect the overall speed because it has a C-gate with a fan-in of n (see Figure
1). Nielsen and Sparsø [7] combined strongly indicating and weakly indicating
full adders to minimize the number of nodes needing to be checked. However,
this scheme also increases the possibility of carry dependence, which affects the
average latency of asynchronous adders (24.6% based on the benchmarks).

A tree-style detector is used in the proposed adder as shown in Figure 8 (a).
The delay of the circuit can be reduced by several inverter delays by interlacing
n-pass-transistor gates and p-pass-transistor gates as shown in Figure 8 (b). This
tree detector is very fast because it detects the completion of carries in parallel, so
for n-bit adders, it has a log2n-level logic delay. Moreover, the completion signal
is propagated along with the carries propagating, so delays mostly overlap. The
detector’s contribution to the overall delay is very small.

The completion detector is very fast because it uses high performance pass-
transistors and drivers for long wires. However, the whole completion path needs
to be reset after every addition. The pass-transistors are closed after initializa-
tion, so the internal nodes after the pass-transistors need to be precharged be-
fore the next addition. When using n-pass-transistor gates and p-pass-transistor
gates together, the nodes after the n-transistors are precharged to 1 and the
nodes after the p-transistors are precharged to 0.
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4 Experimental Results

The proposed adder has been implemented using a 0.18μm ST CMOS technol-
ogy. An asynchronous ripple-carry adder and a synchronous carry-select adder
are also implemented for comparison. The comparison of the three adders is
shown in Table 2. The simulation is schematic-based and wire capacitances are
ignored. The supply voltage is 1.8 volts.

The use of a dual-rail internal carry chain not only results in a low average
latency but also reduces the unnecessary switching activities caused by glitches
from the carry chain, because carries are not propagated until they are valid.
However, the dual-rail carry chain seems not to be good at power consumption al-
though it minimizes glitches, because after each operation, the carry chain needs
to return to zero. This introduces extra transitions. The same thing happens with
the completion detector. This is the reason why the asynchronous ripple-carry
adder is not two times better in power consumption than the synchronous carry-
select adder as expected, although it uses less than half the hardware. For this
reason, we decided to not precharge the sum generation circuit every time. A
pass-transistor logic style is used to build the sum generation circuit as shown
in Figure 8 (c). The double pass-transistor [9] sum circuit contributes to the
reductions of both area and power consumption.

As can be seen from the table, the proposed adder is 27% faster than the
asynchronous ripple-carry adder in data processing and 19% faster than the
ripple-carry adder in address calculation at the cost of 25% hardware overhead
and 15% power overhead when running these benchmarks. For the worst-case
latency, the proposed adder is more than two times faster than the ripple carry
adder. The proposed adder is also faster than a synchronous carry-select adder in
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Table 2. The comparison of different adders

Adders proposed proposed asynchronous synchronous
precharged sum pass-transistor sum ripple-carry carry-select

worst-case delay 1.68 1.68 3.48 1.38

transistor number 1,730 1,690 1,332 3,144

area (ratio) 0.5 0.5 0.4 1

rand delay 1.18 1.18 1.11 1.38
power 0.51 0.45 0.40 0.64

Gauss delay 1.23 1.23 1.69 1.38
power 0.46 0.43 0.37 0.56

data delay 1.28 1.28 1.75 1.38
processing power 0.48 0.42 0.37 0.45

address delay 1.18 1.18 1.45 1.38
calculation power 0.45 0.42 0.35 0.45

both data processing and address calculation. For power efficiency, this proposed
adder using pass-transistor sum circuits is only slightly better than the carry-
select adder. The reason is due to the return-to-zero operation of asynchronous
adder chain and completion detector. The synchronous adder also saves transi-
tions when the current operand pair is similar to the one it has just finished.
However, since the synchronous adder has a bigger die size and more complex
wire layout, we estimate that the proposed adder has a better real chip mea-
surement than the carry-select adder.

5 Conclusion

Asynchronous logic is claimed to have advantages in high speed and low power
consumption because asynchronous circuits can display average-case perfor-
mance. Therefore, if the worst cases of an asynchronous circuit rarely happen,
there is no need to use expensive dedicated circuits specially for speeding up the
worst-case delay and the asynchronous circuit can still achieve a reasonable per-
formance. Asynchronous ripple-carry adders are very commonly used examples
to demonstrate the average-case performance of asynchronous circuits.

In the paper, we use 10 sets of input vectors taken from a number of bench-
marks to test the average latency of an asynchronous ripple-carry adder. The
results show that the average performance of an asynchronous ripple-carry adder
is much slower than estimated by using random numbers. Through analysis, we
find the reason is due to the additions of small positive numbers and nega-
tive numbers. Under such a circumstance, the longest carry chain propagates
from the least-significant bit to the most-significant bit. Since the chance of
adding a small positive number and a negative number is very big, even asyn-
chronous adders have to decrease their worst-case delay. We propose a low-
overhead carry-lookahead scheme which decreases the worst-case delay of an
asynchronous ripple-carry adder by half. Based on the comparison, the proposed
adder is 25% faster than an asynchronous ripple-carry adder. The proposed adder
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is also 11% faster and 7% more power efficient than a synchronous carry-select
adder.

In this paper, we also propose a tree completion detector which has a O(log2n)
delay. The tree completion detector is a general design that can be used in any
asynchronous circuits using a precharge logic style.
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Abstract. If adjacent wires are brought into a simple specific order
of their switching activities, the effect of power optimal wire spacing
can be increased. In this paper we will present this order along with a
prove of this observation. For this purpose, it is shown how to derive
the new power optimal wire positions by solving a geometric program.
Due to their simplicity in implementation, both principles reported sub-
stantially differ from previous approaches. We also quantify the power
optimization potential for wires based on a representative circuit model,
with promising results.

1 Introduction

Today it is widely accepted that one of the new key issues in designing CMOS
circuits at 130, 90 and 65nm technologies is power. We have to work under
power constraints that stem from heat removal, reliability or battery lifetime
limitations. It is not possible to benefit from either the integration complexity
or performance features of a new technology node without optimizing for a low
power consumption at all levels of the design.

Structure of This Document. This section continues with a short overview of
existing work in the field of wire ordering and wire spacing and of our approach.
Also to the Introduction belongs an illustration of CMOS power basics and the
current situation for on-chip wires to an extent we will need in subsequent sec-
tions. The next section is the description of power optimal wire spacing and
ordering. We create a rule for power optimal wire ordering. The rule is mathe-
matically proved in Section 3. All of Section 4 deals with experiments to quantify
the optimization potential of wire spacing and ordering. Section 5 will conclude
the article together with some future remarks.

Related Work and Presented Approach. Wire ordering and spacing both
have a long history in Electronic Design Automation. People attempt to space
and order bus wires for different objectives like power [7], crosstalk [2] [7], area [4],
or timing [8]. The latter work contains a more complete list.

Our approach reveals two basic phenomenons which have not been previously
published. First, the wire spacing problem is written as a geometric program
rather than developing a heuristic or using exhaustive searching. Taking a step
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c© Springer-Verlag Berlin Heidelberg 2005



The Optimal Wire Order for Low Power CMOS 675

Fig. 1. Wires: the darker the more active

Fig. 2. P-optimal wire ordering

Fig. 3. Capacitances in a 0.13μm process

forward, a mathematical formulation for a new globally power optimal wire order
is formulated. Figure 1 shows an unoptimized bus (a) with an un-populated
routing track. The idea is to place the wires off-grid (c), so that the unused
space can be exploited: An individual distance is assigned to each wire pair
based on the wire activities. A lower capacitance for highly active wires and vice
versa is the result. If the wires are put into the order (b) indicated by Figure 2
beforehand, the power savings increase.

1.1 CMOS Power Basics

The power consumption of a CMOS gate is usually decomposed into a static and
a dynamic component. The static one is about to reach orders of magnitudes
similar to the dynamic one [11]. However, this paper solely deals with part of
the dynamic component. More precisely, we try to reduce the capacitive power
caused by the edge capacitances to be described shortly. For our purpose we will
reduce the capacitive power formula to κ · C and provide expressions for C and
κ in this subsection.

Capacitance. One widely known fact in integrated system design is that the
average wire capacitances tend to increase when compared to the average gate
capacitances [11][5]. The first address for capacitance minimization should there-
fore be the interconnects.

There has been another important trend in the physics of wires: the demand
for ever higher integration densities and yet acceptable sheet resistances required
a typical on-chip wire to become physically more thick than wide. This implied
that now the edge-to-edge (other terms found in literature: x-coupling, lateral,
sidewall) capacitances within one layer dominate [12], as opposed to the past.

Figure 3 shows a capacitance break down simulated with FastCap [9]. The
test setup was a wire (dotted) on metal2 of a typical 0.13μm process embedded
into a fully crowded proximity. Note that the bottom layer is not shown. The
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ratio between the sum of the two edge capacitances of that wire and all other
capacitances of that wire is almost 78%.

Keeping in mind these observations, it is clear that the edge-to-edge capac-
itances are good candidates for power optimization. We approach the edge-to-
edge capacitance of a circuit node i with the plate capacitor formula:

Cedge to edge,i ∝ li

(
1
di

+
1

di+1

)
, (1)

where li is the length of the wire, and di and di+1 the left and right distances
to the next metal objects, respectively, cf. wire 2 in Figure 1. Note that for the
sake of brevity we assume each net to consist of only one segment. We will also
omit the wire length since this paper only deals with the optimization of the
distances between two wires. A more general disquisition can be found in [14].

Switching Activity et al. The switching activity is a major factor that sep-
arates high- from low-power nets. It can represent a probability based on as-
sumptions. Or, it is derived by a simulation on gate level and is related to the
simulation time interval. It then represents the actual number of toggles of a
node. Since there are more factors which influence the capacitive power, we
want to define a variable κ that captures all these factors. We call it κ because
all factors are invariant after synthesis.

Definition 1. Let α01,i, fi, and VDD,i of a node i be the switching activity or
toggle rate, the frequency of the associated clock domain, and the supply voltage
of the driving gate, respectively. We define a power weighting factor κi for a
node i as

κi := α01,ifiV
2
DD,i (2)

2 Power Optimal Wire Spacing and Ordering

Let us now consider N parallel wires of width w routed on M tracks as in
Figure 1. By combining (1) and (2) into the well-known formula for the capacitive
power dissipation, PC = Cα01fV 2

dd, we get the objective function of a geometric
program:

2.1 Wire Spacing

Pedge to edge,i ∝
N+1∑
n=1

(κn + κn−1)
dn

= min! (3)

dn ≥ dmin ∀n = 1 . . .N + 1 (4)
N+1∑
n=1

dn ≤ β (5)

At this point it should be noted that we model the whole scenario to be
enclosed in between two static wires with the numbers 0 and N + 1 to avoid
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edge effects which could influence the results. The analogon on a chip could be
power or shield wires.

Between the two border wires, now arbitrary wire distances can occur. The
only exception is that no wire pair must get closer than a minimum distance
dmin, cf. (4). The value of this minimum spacing is technology dependent. In
the second constraint (5), β := (M + 1)Dpitch −N · w was introduced to reflect
the chip boundaries. We assume w + dmin = dpitch which is the case for many
processes. Obviously, if there are no more than N tracks availiable between the
above mentioned border wires routed on tracks 0 and M + 1, there will be no
freedom to optimize the distances and thus the power objective. Hence, M > N
is the prerequisite to do wire spacing and shall therefore be true for the remainder
of the document.

2.2 Wire Ordering

Wire ordering is the deliberate assignment between wires and available tracks
in the effort to optimize some objective function. For our case, the non-linearity
induced by 1/d in (3) lets anticipate an influence of the arrangement of (κn) on
the effect of wire spacing for low power.
Definition 2. Given is a set (κ0, κ1, . . . , κN , κN+1) of κ-factors of the N nets
to be routed as defined in (2). For a permutation π of the numbers {1 . . . , N}
we call (κ0, κπ(1), . . . , κπ(N), κN+1) a wire ordering. We denote the set of all
wire orderings by K. A particular wire ordering is called a power optimal wire
ordering if the solution for (3) - (5) is minimal over all wire orderings in K.

An investigation of the problem with different wire orderings revealed the
following observation, cf. Figure 2.
Theorem 1. A wire ordering (qn) ∈ K is a power optimal wire ordering if and
only if it is constructed in the following way:

1. Start with q
(0)
0 := q

(0)
N+1 := 0, K(0) :=

⋃N
i=1{κi}.

2. For s = 1, . . . , N :
(a) Let q

(s−1)
a ≤ q

(s−1)
a+1 be the two greatest elements of (q(s−1)

i ) (in theorem
4 we will prove that these have to be adjacent).

(b) Let c := min K(s−1) and define K(s) := K(s−1)\{c}.
(c) Define (q(s)

i ) by inserting c between q
(s−1)
a and q

(s−1)
a+1 , i.e.

q
(s)
i :=

⎧⎪⎨⎪⎩
q
(s−1)
i , for i ≤ a

c, for i = a + 1
q
(s−1)
i−1 , for i ≥ a + 2.

3 Proof of Theorem 1

3.1 Known Results from Convex Programming

We first state a basic results from convex programming that we shall need in our
subsequent considerations. In what is to follow we denote by un the n-th unit
vector and by e the all-ones vector (1, . . . , 1)T .
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Theorem 2. Let P ⊂ Rn be a closed convex subset of the open convex set C
and let f : C → R be a convex differentiable function. Then x∗ ∈ P minimizes
f over P if and only if

−∇f(x∗) ∈ NP (x∗),

where NP (x∗) is the cone of the outer normals in x∗, defined by

NP (x∗) := {c ∈ Rn : max
x∈P

cT x = cT x∗}.

For the proof of this theorem and some background on convex programming, we
refer the reader to [10], theorem 27.4. The next lemma is a simple inequality of
the square root function, which will be essential for the proof of our results.

Lemma 1. Let a ≥ b ≥ 0 and let c > 0. Then
√

a−
√

b ≥
√

a + c−
√

b + c with
equality if and only if a = b.

Proof. This follows straightforward from the fact that the function x "→
√

x is
differentiable in (0,∞) and has strictly decreasing slope. #$

3.2 Characterization of the Optimal Distances

For ease of notation let us now denote κn + κn−1 by γn. We first consider
the problem of characterizing the optimal d-vector of (3)-(5) for a given wire
ordering.

Theorem 3. Let P := {d ∈ RN+1 : d ≥ dmine ∧
∑N+1

n=1 dn ≤ β}. Then d∗ ∈ P
is optimal for (3)-(5) if and only if there exists γ̃ > 0 that satisfies both

d∗n = max{γ̃√γn, dmin} ∀n = 1, . . .N + 1

and
N+1∑
n=1

d∗n = β.

Proof. Let d∗ ∈ P and γ̃ as required by the theorem. We have to show that
−∇f(d∗) ∈ NP (d∗). For this purpose let I denote the index set I := {n : d∗n =
dmin}. We need to find λ0, λ1, . . . , λN+1 ≥ 0 such that

−∇f(d∗) =

⎛⎜⎜⎝
γ1
d∗
1
2

...
γN+1
d∗

N+1
2

⎞⎟⎟⎠ =
∑
n∈I

λn(−un) + λ0e.

One can easily calcuate λ0 = 1
γ̃2 and λn = 1

γ̃2 − γn

d2
min

for n ∈ I. As γ̃ ≤ dmin√
γn

for
n ∈ I, the λn are all nonnegative, so −∇f(d∗) ∈ NP (d∗) and d∗ is optimal by
theorem 2.

For the converse, suppose d∗ ∈ P is an optimum for (3)-(5). Let m :=
max{ γn

d∗
n

2 : n = 1, . . . , N + 1} and M := {n : γn

d∗
n

2 = m}. According to the-
orem 2 we have −∇f(d∗) ∈ NP (d∗), hence there are λ0, λ1, . . . , λN+1 ≥ 0
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such that −∇f(d∗) =
∑N+1

n=1 λn(−un) + λ0e. Of course ∇f(d∗) �= 0 (because
d∗n ≥ dmin ∀n), so λ0 must attain some value ≥ m (note this implies that
d∗ is on the hyperplane eT d = β, hence

∑N+1
n=1 d∗n = β) and λn = λ0 − γn

d∗
n

2

for n = 1, . . . , N + 1. In case λn > 0 for all n = 1, . . . , N + 1, the vector d∗

would be determined by the intersection of N + 2 hyperplanes with normal
vectors −u1, . . . ,−uN+1 and e, which is clearly impossible as M > N . So at
least one λn must be 0, and this can only be the case if λ0 = m, which means
λn = 0 ⇐⇒ n ∈ M . So for n ∈ M we have d∗n =

√
γn√
m

= γ̃
√

γn with γ̃ = 1√
m

,
whereas for n /∈ M the value of d∗n is determined by the intersection of the hy-
perplanes −uT

nd = dmin with eT d = β, therefore d∗n = dmin for all n /∈ M . Of
course, for i /∈ M and j ∈ M the inequality γi

d2
min

<
γj

(d∗
j )2 = 1

γ̃2 holds, so d∗ is of
the form stated above. #$

For the following consideration we assume that the optimal wire spacing d∗

is of the form d∗n = γ̃
√

κn + κn−1. If one or more distances are at their lower
bound, things get a bit more technical, but the result is basically the same. So
the objective function (3) is reduced to

γ̃
N+1∑
n=1

√
κn + κn−1 = min!

3.3 Power Optimal Wire Ordering

Before we prove our main result, we first provide the “building blocks”. The
basic idea is to make use of the inductive nature of the proposed algorithm. The
next theorem provides us with the key ideas for the proof of theorem 1, but first
let us formalize the notion of a unimodal wire ordering.

Definition 3. Let (qn)n=0,...,N+1 ∈ K be a wire ordering of the (κi). If there
exists an index t, 1 < t < N + 1, such that qn−1 ≤ qn ∀ n ≤ t and qn ≥ qn+1

∀ n ≥ t, the wire ordering (qn) is called a unimodal wire ordering with mode t.

Theorem 4. Let (qn)n=0,...,N+1 ∈ K be a power optimal wire ordering. Then
(qn) is unimodal. Furthermore, if we denote by qt ≥ qs ≥ qr the three greatest
elements of (qn), then these can (and in case they are uniquely determined must)
be chosen such that one of them is adjacent to both of the others; if qt > qs, qr,
then qt is located between qr and qs, i.e. either r = t − 1 ∧ s = t + 1 or r =
t + 1 ∧ s = t− 1.

Proof. To avoid some technical details we only prove the case where all elements
of (qn) are pairwise distinct. Similar arguments can be applied for the general
case, but some special instances must be taken care of. We first prove that (qn)
has to be unimodal. To see this, let us assume the existence of a wire ordering (qn)
minimizing (3)-(5) that is not unimodal. Then there exists an index 1 < t < n
such that qt−1 > qt < qt+1, and we choose t to be minimal with that property;
we may w.l.o.g. assume qt−1 ≤ qt+1. Let (pn) be the sequence defined by
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pn :=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
qn, for n �= t− 1, t, t + 1
qt, for n = t− 1
qt−1, for n = t

qt+1, for n = t + 1.

Then the objective function for (pn) differs from that of (qn) by√
qt + qt−2 +

√
qt−1 + qt +

√
qt+1 + qt−1

−
√

qt−1 + qt−2 −
√

qt + qt−1 −
√

qt+1 + qt

=
√

qt−1 + qt−2 − (qt−1 − qt)−
√

qt+1 + qt−1 − (qt−1 − qt)

−(
√

qt−1 + qt−2 −
√

qt+1 + qt−1 )

As qt+1 + qt−1 ≥ qt−1 + qt−2 > 0 and qt−1− qt > 0 we can apply lemma 1 to see
that the objective for (pn) is less than for (qn), an obvious contradiction.

For the second claim of our theorem assume again that (qi) is optimal with
maximal element qt and qs, qr as defined in the theorem. Again, to avoid some
technicalities we assume all elements of (qn) to be pairwise distinct. Now suppose
qt > qr, qs is not located between qs and qr, then due to unimodality both qs and
qr have to be on the same side of qt, we assume w.l.o.g. that s, r > t, therefore
qt−1 ≤ qr ≤ qs ≤ qt. Also due to unimodality, s = t+1, r = t+2 (there can be no
smaller element between them, because qt is the unique mode of the sequence).
Now we can reorder the sequence by changing the places of qt and qs without
destroying unimodality, hence we define (pn) by

pn :=

⎧⎪⎨⎪⎩
qn, for n �= t, t + 1
qt+1, for n = t

qt, for n = t + 1.

Then

N+1∑
n=1

√
qn + qn−1 ≤

N+1∑
n=1

√
pn + pn−1

⇐⇒
√

qt + qt−1 +
√

qt+1 + qt +
√

qt+2 + qt+1

≤
√

pt + pt−1 +
√

pt+1 + pt +
√

pt+2 + pt+1

⇐⇒
√

qt+2 + qt − (qt − qt+1)−
√

qt + qt−1 − (qt − qt+1)

≤
√

qt+2 + qt −
√

qt + qt−1,

and we use the same argument as above to obtain a contradiction. Consequently,
qs and qr both have to be adjacent to the maximal element qt. #$

From the two statements of theorem 4 we may now deduce our central conclu-
sions. We will prove the induction step separately to make things more concise.
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Theorem 5. A wire ordering (qn) for a problem of size N + 1 is optimal if and
only if the sequence (q′n) defined by removing a maximal element from (qn) is an
optimal wire ordering for the reduced problem of size N .

Proof. First, let (qn) minimize the sum v :=
∑N+1

n=1

√
qn + qn−1 and let c be the

maximal element of the wire ordering, a and b the two elements next in size
which are both adjacent to c by theorem 4. Then by removing c we define a
wire ordering (q′n) with objective value v′ = v−

√
a + c−

√
c + b +

√
a + b. Now

suppose there is a wire ordering (p′n) with objective value w′ < v′. The elements
a and b are the two greatest elements of (p′n), therefore they have to be adjacent
and we can define a sequence (pi) by inserting c between a and b. The objective
value of (pn) is w = w′ −

√
a + b +

√
a + c +

√
c + b, so w < v, contradicting the

optimality of (qn).
To see the other direction, let (qn) be some wire ordering of length N +1 with

objective value v, greatest element c and adjacent elements a and b, such that
(q′n) defined by removing c from (qn) minimizes v′ =

∑N
n=1

√
q′n + q′n−1. Suppose

(qn) is not the optimal wire ordering for length N+1, then there exists a sequence
(pn) with objective value w < v and we can define (p′n) with objective value w′

by removing c from (pi). Again, we know w = w′ +
√

a + c +
√

c + b −
√

a + b
and v = v′ +

√
a + c +

√
c + b−

√
a + b, so w′ < v′, contradicting the optimality

of (q′n). #$

It is now easy to see that the construction provided in theorem 1 simply
formalizes the induction step given in theorem 5. We are finally ready to prove
theorem 1.

Proof (of theorem 1). We proceed by induction. The construction given in the
theorem mimics exactly the statement of theorem 5, so the induction step is
clear. For the induction basis, let us examine the case of n = 3. Here we have
real numbers 0 < d ≤ e ≤ f and the ordering arising from the construction
is either (0, d, f, e, 0) or (0, e, f, d, 0), depending on whether we insert e on the
right or on the left of d. From theorem 4 we know that the optimal solution has
to be unimodal with mode f and d and e have to be adjacent to f , so apart
from the constructed sequences there are no possible solutions. Furthermore, the
objective values of the two possible solutions are equal, so both are optimal. #$

4 Experiments

Without proof we propose that there also exists a permutation for which the
power is worse than for any other permutation. This will shed light on the
benefits expected from power optimal wire ordering. In other words, one who
does not consider the actual wire order could abandon power savings anywhere
between 0 and the maximum optimization potential. Note that the effect of wire
spacing [13] alone is not subject of this document.

In our experiments we are considering (κn) to be similar to an industrial
μprocessor [3]. For several values of N , we randomly selected a set of N paral-
lel wires. Each of these sets were permuted three times: for power optimal, for



682 Paul Zuber et al.

 0

 10000

 20000

 30000

 40000

 50000

 60000

 70000

 80000

 0  1  2  3  4  5  6  7  8  9  10 11 12

co
un

t

-Pedge to edge Interval [%]

Fig. 4. Histogram for N=64, M=65

 1.5

 2

 2.5

 3

 3.5

 4

 4.5

 5

 6  7  8  9  10 11 12 13 14 15 16 17 18 19 20

-P
ed

ge
 to

 e
dg

e 
[%

]

kappamax / kappamin

Fig. 5. κmax : κmin vs. −P scatter plot

power worst, and a for a typical ordering found for buses. The latter distribu-
tion is simply ordered by κ. Buses are typically arranged that way, assuming a
descending toggle rate from the least to the most significant bit. A geometric
program solver [6] is used to find the optimal power optimal values for various
Ms. An outer loop repeated the test some 300,000 times. We related the result-
ing average worst-case power and bus power values to the best-case power for
each N, M combination.

Tables 1 and 2 display the optimization potentials for the worst possible
scenario and the bus scenario, respectively. For example, The edge-to-edge power
for N = 64 wires routed on M = 65 tracks could be up to 3.4% worse if wire
ordering was not cared for. It is interesting to note that this number is almost
the same for any value of N , if M = N + 1. We further remark that most of the
optimization potential can be exploited by adding only limited extra space.

Figure 4 shows the experimental results for N = 64 and M = 65 as histogram
in 1% intervals. For the same parameters we scatter plotted the optimization
potential as a function of the fraction of the highest and lowest κ appearing
in the design, cf. Figure 5. This is an interesting source of information for the
system designer. One can make out an upper optimization limit depending on
only two circuit properties. The CPU-time to optimize an N = 256 (512, 768,
1024) case is 1.2s (15.1s, 41.2s, 113.9s) on a 3GHz PC.

5 Conclusion

Future Remarks. The model does not respect the effect of fringe capacitances
and capacitances to other wires on the same layer. However, the applicability
of the simpler 1/d model for C is shown in [13]. If a more detailed model is
desired, capacitance extractions can be done to find fitting functions for C.
Presuming these fitting functions remain posynomial, a globally optimal solution

Table 1. Max. Reduction potential [%]

N\M N+1 1.25N 1.5N 1.75N

8 3.5 5.8 8.3 9.6
16 3.6 9.3 12.4 13.7
64 3.4 16.5 19.2 19.9

256 3.0 20.3 22.5 22.7

Table 2. Red. potential [%] for buses

N\M N+1 1.25N 1.5N 1.75N

8 2.6 4.3 6.2 7.2
16 2.7 7.4 9.9 10.9
64 2.6 14.4 17.0 17.6

256 2.3 19.0 21.1 21.3
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exists for the newly created problem [1]. Miller-capacitances and hence crosstalk
power and signal integrity issues are not considered in this paper. Furthermore,
the effect on timing of the proposed methodology has not been in the focus of
this contribution. However, with little modifications in the objective function,
targeting the timing problem with the same notion becomes possible.

Summary. In this paper a significant step forward was taken from power op-
timal wire spacing through geometric optimization alone. A proof was given for
the presence of a power optimal order of wires that increases the effect of spac-
ing. The order can be very simply arranged given the sorted power weighting
factors of the involved wires. After ordering, geometric optimization delivers the
globally best possible result without the use of heuristics.

Extensive investigations show the potential of power optimal ordering. On
broad buses, the power values for optimally ordered wires and those for an unop-
timized order can differ by a two-digit percentage. Interesting results are further
the saturating optimization potential for increased space and the dependency of
the expected savings only on the highest and lowest value of κ.
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Circuit Design Techniques for On-Chip Power
Supply Noise Monitoring System

Howard Chen1 and Louis Hsu2
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Abstract. This paper describes the novel design of an on-chip noise-
monitoring device, which can measure the power supply noise of each
individual macro and determine the noise interference between different
macros. A hierarchical noise-monitoring system is proposed to monitor
and store the power supply noise information for core-based design, as
part of the built-in-self-test system. The method can be further extended
from system-on-chip to system-on-package to provide a complete cover-
age of noise testing methodology. The circuit of a properly-sized noise
monitor has been simulated with the actual VDD and GND noise wave-
forms of a 4-GHz benchmark microprocessor to verify its functionality.

1 Introduction

Power supply noise is the switching noise that causes power supply voltage fluctu-
ation, which can be subsequently coupled onto the evaluation nodes of a circuit.
For an under-damped low-loss network, the power supply noise problem can
manifest in the form of a slowly decaying transient noise, or a potentially more
dangerous resonant noise. As the power supply voltage and threshold voltage
continue to scale down in nanometer technology, the noise margin will become
very small, and the control of power supply noise will be critical in determining
the performance and reliability of VLSI circuits.

Power supply noise can be simulated by modeling the inductance, resistance,
and capacitance of the power distribution network. However, it is often difficult
to verify the accuracy of simulation results without the actual hardware mea-
surement data. Furthermore, for high-performance system-on-chip design, the
analog circuits, which are more susceptible to noise, may have multiple supply
voltages that must be isolated from the digital circuits and analyzed separately
[3]. To calibrate the simulation model and provide a better estimate of the power
supply noise, hardware measurement can be performed by using an amplifica-
tion circuit to send the analog noise waveform off chip to an external tester [4].
This method is difficult to implement, however, due to the resolution required to
measure high-frequency noise, and the large number of noise sources that need
to be monitored. To minimize the possible noise interference in an analog appa-
ratus, a sampling method and multiple voltage comparators can be used to send
the output to a digital tester [2]. Unfortunately, the use of clocks in the sam-
pling circuit will limit the time resolution of noise measurement. The placement

V. Paliouras, J. Vounckx, and D. Verkest (Eds.): PATMOS 2005, LNCS 3728, pp. 704–713, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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of voltage comparators may also introduce uncertainty on the reference voltage
due to additional voltage drops on the interconnect. Since sub-sampled wave-
forms may not capture the supply noise behavior during normal chip operation,
an autocorrelation technique [1] that treats supply noise as a random process
and uses its statistical properties has been developed to measure the dynamics
of cyclostationary noise process.

In this paper, we will first describe an innovative circuit design technique to
implement an on-chip noise-monitoring device, and the methodology to measure
the noise on the chip. Then we will illustrate the design of a noise-monitoring sys-
tem that comprises multiple on-chip noise-monitoring devices distributed strate-
gically across the chip, and collects the noise data for further analysis. Finally,
the simulation results of a hierarchical noise-monitoring system are presented to
demonstrate the accuracy of noise measurement data, which can be stored in
the memory and scanned out to an external tester.

2 On-Chip Noise-Monitoring Device

The proposed hierarchical power supply noise monitoring system is based on a
novel design and implementation of an individual on-chip noise analyzer unit
that comprises a reference voltage generator, a noise-monitoring device, a noise
data latch, and an optional power supply regulator. Controlled by a higher level
built-in-self-test unit or external tester, each noise analyzer unit is capable of
measuring the noises in signal or power bus lines. The fluctuating supply (VDD)
and ground (GND) voltages are monitored by the noise-monitoring device and
compared to the reference voltages. As the reference voltages are adjusted up-
ward or downward, the noise data are recorded by the sampling latch. Alter-
natively, a noise analyzer unit can be implemented with an externally shared
reference voltage generator to minimize the circuit area and power. In addition
to measuring the VDD and GND noise directly, the noise analyzer unit can also
be designed to measure the voltage differential between VDD and GND.

SNM

GNM

VREF 1

VREF 2

VDD

GND

VDD
NOISE PULSE

GND
NOISE PULSE

RESET

SL 1

SL 2

Fig. 1. Integrated noise-monitoring device

Figure 1 shows an integrated noise-monitoring device, comprising one supply
noise monitor (SNM), one ground noise monitor (GNM), one control signal, two
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voltage reference levels (V REF1 and V REF2), and two sampling latches (SL1

and SL2). The power supply voltage VDD is monitored by SNM and measured
against the reference voltage V REF1. The ground voltage GND is monitored
by GNM and measured against the reference voltage V REF2. The supply noise
pulses generated by SNM are sampled by latch SL1, and the ground noise pulses
generated by GNM are sampled by latch SL2 in the noise-monitoring system.

2.1 VDD Supply Noise Monitor

Figure 2 depicts the circuit schematic of the VDD supply noise monitor SNM,
which is designed with a strong PMOS device and a weak NMOS device that
are connected as an inverter. The source and the body of the PMOS device are
connected to V REF1, and the source and the body of the NMOS device are
connected to GND. If an SOI device, which has a floating body, instead of a
bulk device is used, it is desirable to provide the SOI device with a body contact
so as to minimize the variability of threshold voltage due to body effect. The
gates of the PMOS and NMOS devices are connected to the varying VDD to be
measured, and the drains of the PMOS and NMOS devices are connected to the
noise pulse output NP . In order to provide a strong driving power that pulls
up the output when both PMOS and NMOS devices are on, the PMOS device
must be designed with a wider channel, lower threshold voltage, or thinner gate
oxide than the NMOS device.

VDD

  VREF1

  NP

GND

PMOS - STRONG
NMOS - WEAK

VDD MIN

VDD MAX
VDD

  NOISE PULSE

VREF1P
VREF1P MIN

VREF1P MAX

FOR VREF1P MIN

VREF1P = VREF1 - VTHP

FOR VREF1P

FOR VREF1P MAX

Fig. 2. VDD supply noise monitor

To determine if the PMOS device is turned on, we define V REF1P =
V REF1 − VTHP , where VTHP is the threshold voltage of the PMOS device.
If the VDD input is higher than V REF1P , the PMOS device will be turned off,
while the NMOS device will be turned on, and the NP output will be GND. On
the other hand, if VDD drops below V REF1P , the PMOS device will be turned
on by switching from weak inversion to strong inversion, and the NP output
will change to V REF1 because the PMOS device has been carefully designed
to overpower the NMOS device.
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As we adjust the reference voltage V REF1, the supply noise monitor SNM
can generate the noise pulse output NP in one of 3 distinct regions, where NP
is always 1 (high) in region A, always 0 (low) in region C, and toggles between 0
and 1 in region B (Figure 3). When V REF1P , which equals V REF1−VTHP , is
greater than the maximum supply voltage V DDMAX , the output NP remains in
region A. When V REF1P is less than the minimum supply voltage V DDMIN ,
the output NP remains in region C. Therefore, we can identify V DDMAX by
sweeping V REF1 through the boundary between region A and region B, and
identify V DDMIN by sweeping V REF1 through the boundary between region
B and region C. The width of region B, which equals V DDMAX − V DDMIN ,
thus defines the worst-case range of VDD noise fluctuations.

REGION C
VREF1P < VDDMIN

NP = 0

REGION A
VREF1P > VDDMAX

NP = 1

REGION B
VDDMIN < VREF1P < VDDMAX

NP = 1 or 0

VREF1P = VREF1 - VTHP

IN
C

R
E

A
S

E
  V

R
E

F
1

D
E

C
R

E
A

S
E

  V
R

E
F

1

Fig. 3. VDD scanning based on noise pulse output characteristics

The noise pulse signal NP from the supply noise monitor SNM is sent to the
sampling latch SL1, which generates a write-enabling signal when the boundary
between region B and region C is reached. The inverted noise pulse output signal
NP from the supply noise monitor SNM is sent to the sampling latch SL2, which
in turn generates a write-enabling signal when the boundary between region A
and region B is reached. These write-enabling signals will facilitate the recording
of V DDMIN and V DDMAX values into memory, based on the corresponding
V REF1 levels at the boundaries. Figure 4 shows the circuit diagram of a set-
reset (SR) sampling latch to detect and record the boundary between regions
A and B, as well as the boundary between regions B and C. Each SR latch,
comprising 2 NOR gates, is triggered on the positive edge of the SET signal.

Two reference voltage scanning mechanisms are implemented in the sam-
pling latch design to detect the maximum and minimum VDD noise. In order
to detect V DDMAX , the reference voltage V REF1 is initially set to 1 (high),
so that V REF1P is much greater than estimated V DDMAX and NP is al-
ways 1 in region A. As V REF1P is adjusted downward step by step to just
below V DDMAX , a first 0 pulse will appear on the output node NP . This first
appearance of 0 will trigger SR2 to generate a write-enabling signal to record
the level of V REF1MAX , or V REF1PMAX + VTHP , which corresponds to the
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1    1         0

S    R        Q

0    1         0
1    0         1
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SL 2

SL 1
VDD MIN

VDD MAX
VREF1      

WRITE ENABLE

Fig. 4. Noise pulse sampling latch

boundary between regions A and B. If the step size of V REF1 adjustment is ΔV ,
V DDMAX can be approximated by the average of (V REF1MAX−VTHP +ΔV )
and (V REF1MAX − VTHP ), which equals (V REF1MAX − VTHP + ΔV/2).

On the other hand, in order to detect V DDMIN , the reference voltage
V REF1 is initially set to 0 (low), so that V REF1P is much less than the
expected V DDMIN and NP is always 0 in region C. As V REF1P is incremen-
tally adjusted upward to just above V DDMIN , a first pulse of 1 will appear on
the output node NP . This first appearance of 1 will trigger SR1 to generate
a write-enabling signal to record the level of V REF1MIN , or V REF1PMIN +
VTHP , which corresponds to the boundary between regions B and C. If the
step size of V REF1 adjustment is ΔV , V DDMIN can be approximated by the
average of (V REF1MIN − VTHP − ΔV ) and (V REF1MIN − VTHP ), which
equals (V REF1MIN − VTHP −ΔV/2). The resulting range of VDD noise fluc-
tuations, also known as the peak-to-peak VDD noise, can be calculated from
(V DDMAX − V DDMIN ), which equals (V REF1MAX − V REF1MIN + ΔV ).

2.2 GND Noise Monitor

Similarly, Figure 5 depicts the circuit schematic of the ground noise monitor
GNM, which is designed with a strong NMOS device and a weak PMOS device
that are connected as an inverter. The source and the body of the PMOS device
are connected to VDD, and the source and the body of the NMOS device are
connected to V REF2. The gates of the PMOS and NMOS devices are connected
to the varying GND to be measured, and the drains of the PMOS and NMOS
devices are connected to the noise pulse output NP . In order to pull down
the output when both PMOS and NMOS devices are on, the NMOS device is
designed with stronger driving power than the PMOS device.

In order to determine if the NMOS device is turned on, we define V REF2N =
V REF2 + VTHN , where VTHN is the threshold voltage of the NMOS device. If
the GND input is lower than V REF2N , the NMOS device will be turned off,
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GND

VREF2

VDD

  NP

PMOS - WEAK
NMOS - STRONG

GND
GND MIN

GND MAX

  NOISE PULSE

VREF2N = VREF2 + VTHN

FOR VREF2N MIN

FOR VREF2N

FOR VREF2N MAX

VREF2N
VREF2N MIN

VREF2N MAX

Fig. 5. GND noise monitor

the PMOS device will be turned on, and the NP output will be VDD. On the
other hand, if GND rises above V REF2N , the NMOS device will be turned on
by switching from weak inversion to strong inversion, and the NP output will
change to V REF2 because the NMOS device has been carefully designed to
overpower the PMOS device.

As we adjust the levels of reference voltage V REF2, the GND noise monitor
GNM can generate the noise output NP in one of three distinct regions as
shown in Figure 6, where NP is always 1 (high) in region A, always 0 (low)
in region C, and toggles between 0 and 1 in region B. When V REF2N =
V REF2 + VTHN is greater than the maximum ground voltage GNDMAX , the
output NP remains 1 in region A. When V REF2N is less than the minimum
supply voltage GNDMIN , the output NP remains 0 in region C. Therefore, we
can identify GNDMAX by sweeping V REF2 through the boundary between
region A and region B, and identify GNDMIN by sweeping V REF2 through
the boundary between region B and region C. The width of region B, which
equals GNDMAX −GNDMIN , thus defines the worst-case range of GND noise
fluctuations.
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VREF2N < GNDMIN

NP = 0

REGION A
VREF2N > GNDMAX

NP = 1

REGION B
GNDMIN < VREF2N < GNDMAX

NP = 1 or 0
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Fig. 6. GND scanning based on noise pulse output characteristics
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In order to detect GNDMAX , the reference voltage V REF2 is initially set to
1 (high), so that V REF2N is much greater than estimated GNDMAX , and NP
is always 1 in region A. As V REF2N is adjusted downward step by step to just
below GNDMAX , a first 0 pulse will appear on the output node NP . This first
appearance of 0 will trigger the latch to generate a write-enabling signal to record
the level of V REF2MAX , or V REF2NMAX − VTHN , which corresponds to the
boundary between regions A and B. If the step size of V REF2 adjustment is ΔV ,
GNDMAX can be approximated by the average of (V REF2MAX +VTHN +ΔV )
and (V REF2MAX + VTHN ), which equals (V REF2MAX + VTHN + ΔV/2).

On the other hand, in order to detect GNDMIN , the reference voltage
V REF2 is initially set to 0 (low), so that V REF2N is much less than GNDMIN

and NP is always 0 in region C. As V REF2N is incrementally adjusted upward
to just above GNDMIN , a first 1 pulse will appear on the output node NP .
This first appearance of 1 will trigger the latch to generate a write-enabling
signal to record the level of V REF2MIN , or V REF2NMIN − VTHN , which
corresponds to the boundary between regions B and C. If the step size of
V REF2 adjustment is ΔV , GNDMIN can be approximated by the average
of (V REF2MIN + VTHN − ΔV ) and (V REF2MIN + VTHN ), which equals
(V REF2MIN + VTHN − ΔV/2). The resulting range of GND noise fluctua-
tions, also known as the peak to peak GND noise, can be calculated from
(GNDMAX −GNDMIN ), which equals (V REF2MAX − V REF2MIN + ΔV ).

3 Hierarchical Noise-Monitoring System

Figure 7 shows a noise-monitoring system, comprising a noise monitor controller,
a reference voltage generator, multiple VDD and GND noise monitors and sam-
pling latches, and a memory storage unit. The noise monitor controller receives
signals from the external tester and sends control signals to the reference volt-
age generator and the noise monitors. The reference voltage generator provides
a set of reference voltages for the noise monitor to determine the noise level of
VDD and GND. The noise data are then latched and stored in the memory to
be scanned out. Depending on the switching condition and the periodicity of

CONTROLLER

MEMORY

voltage monitor 
/ noise level latchREFERENCE 

VOLTAGE 
GENERATOR

EXTERNAL TESTER

GND

VDD / GND 
MIN / MAX

VDD

CLOCK /
CONTROL

NOISE DATA

voltage monitor 
/ noise level latch

VDD / GND NOISE 
MONITOR / LATCH

Fig. 7. Power supply noise monitoring system
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the noise, the measurement period can cover multiple clock cycles to collect not
only the high-frequency switching noise data, but also the mid-frequency and
low-frequency ΔI noise data.

The reference voltage generator can be implemented by using a positive
charge pump to generate a reference voltage that is higher than nominal Vdd,
and a negative charge pump to generate a reference voltage that is lower than
nominal GND. A band-gap reference circuit, which is insensitive to temperature
and supply voltage variations, can then be used to adjust the reference voltage
level in finer steps.

The noise-monitoring system can be further implemented in a hierarchical
manner for system-on-chip design, where the in-core noise-monitoring system
for each functional unit is composed of multiple noise analyzer units to measure
the local power supply noise. Control and data lines are routed to each noise
monitor in the core, similar to those of a scan chain. The measured noise data
are then latched in the local noise analyzer unit and scanned out sequentially.
The reference voltages can be generated by the local built-in-self-test unit LBIST
to reduce the circuit size and power consumption of the noise analyzer unit. On
the chip level, a global noise analyzer can be implemented with multiple in-core
noise monitoring units and a global built-in-self-test unit GBIST. The GBIST
unit sends control signals through control wires to the local built-in-self-test unit
LBIST of each core. The noise data are then scanned out from the data wires and
stored in the memory buffer inside the GBIST unit. Alternatively, an existing
memory core on the chip can be utilized to store the noise data. Measured with a
comprehensive built-in self test procedure, the worst-case range of power supply
voltage fluctuation can be recorded for each test pattern and workload.

4 Noise Monitor Simulation Results

The implementation of a multi-stage power supply noise monitor has been sim-
ulated with the SOI device models under the 65-nm technology. The VDD noise
monitor, which consists of a 3-inverter buffer chain with properly sized devices
shown in Table 1, is used to measure the VDD waveform of a 4-GHz benchmark
microprocessor, shown on the top of Figure 8. The GND noise monitor, which
also consists of a 3-inverter buffer chain with properly sized devices shown in
Table 1, is used to measure the GND waveform of a 4-GHz benchmark micro-
processor, shown on the top of Figure 9. Both the VDD and GND waveforms
exhibit a high-frequency noise at 4 GHz and a mid-frequency noise near the res-
onant frequency of 250 MHz. The worst-case crossbar current is limited under 1
mA when both PFET 1 and NFET 1 are turned on.

Table 1. Device sizes of a 3-inverter noise monitor

Width (um) PFET1 NFET1 PFET2 NFET2 PFET3 NFET3

VDD monitor 20 1 2 1 2 1

GND monitor 1 10 2 1 2 1
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1.006

VMIN = 0.951V

1.405V

1.465V

VMAX = 1.018V

Fig. 8. V REF1 sweep to detect V DDMIN and V DDMAX

Figure 8 shows the circuit simulation results of V DD supply noise monitor,
where the equivalent threshold voltage of the PMOS device is about 0.450V. As
the reference voltage V REF1 is adjusted from low to high at ΔV = 5mV inter-
vals, the first pulse of 1 is detected when V REF1 reaches 1.405V and V DDMIN

turns on the PMOS device. With the adjustment of ΔV/2 = 3mV resolution
which equals half of the 5mV measurement interval, the calculated V DDMIN is
1.405 - 0.450 - 0.003 = 0.952V, which correlates well with the actual V DDMIN

of 0.951V. Similarly, as the reference voltage V REF1 is adjusted from high
to low at ΔV = 5mV intervals, the first pulse of 0 is detected when V REF1
reaches 1.465V and V DDMAX turns off the PMOS device. With the adjustment
of ΔV/2 = 3mV resolution which equals half of the 5mV measurement interval,
the calculated V DDMAX is 1.465 - 0.450 + 0.003 = 1.018V, which correlates
well with the actual V DDMIN of 1.018V.

0.000 5.000 10.000 15.000 20.000 ns

GND
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0.035

VREF2
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-0.360
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-0.001
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-0.001

1.003
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-0.375V

GMAX = 0.034V

-0.325V

Fig. 9. V REF2 sweep to detect GNDMIN and GNDMAX

Figure 9 shows the circuit simulation results of a GND noise monitor, where
the equivalent threshold voltage of the NMOS device is about 0.354V. As the
reference voltage V REF2 is adjusted from low to high at ΔV = 5mV intervals,
the first pulse of 1 is detected when V REF2 reaches -0.375V and GNDMIN

turns off the NMOS device. With the adjustment of ΔV/2 = 3mV resolution
which equals half of the 5mV measurement interval, the calculated GNDMIN is



Circuit Design Techniques 713

-0.375 + 0.354 - 0.003 = -0.024V, which correlates well with the actual GNDMIN

of -0.026V. Similarly, as the reference voltage V REF2 is adjusted from high to
low at ΔV = 5mV intervals, the first pulse of 0 is detected when V REF2 reaches
-0.325V and GNDMAX turns on the NMOS device. With the adjustment of
ΔV/2 = 3mV resolution which equals half of the 5mV measurement interval,
the calculated GNDMAX is -0.325 + 0.354 + 0.003 = 0.032V, which correlates
well with the actual GNDMAX of 0.034V.

In addition to detecting V DDMIN , V DDMAX , GNDMIN , and GNDMAX ,
which determine the range of VDD and GND noise, the noise monitors can also
be used to measure the period during which VDD or GND voltage stays below
or above a certain critical voltage such as ±10% of nominal Vdd. Since the width
of each noise pulse directly corresponds to the time window that VDD or GND
voltage stays above or below the critical voltage, the sweep of reference voltage
V REF1 or V REF2 can continue after it detects the first pulses, until the critical
voltage is reached, to measure the amount of time that the VDD or GND noise
exceeds its limit, based on power, timing and other performance specifications.

5 Conclusions

A new circuit design technique for an on-chip noise analyzer unit has been de-
veloped and demonstrated to achieve a measurement accuracy of ΔV/2, where
ΔV is the adjustment interval of reference voltage. To minimize the uncertainty
of process variation, the threshold voltage of the PMOS and NMOS devices can
be measured by using a current criterion of 100nA ×W/L, and calibrated by
setting VDD and GND to a known reference voltage during the initial volt-
age scan. The subsequent voltage scanning mechanism then exploits the device
characteristics of inverters and sampling latches, and uses the VDD and GND
noise monitoring devices in each noise analyzer unit to measure the power sup-
ply noise and calibrate the simulation model of a power supply network. Based
on the proposed in-core noise monitoring system, a hierarchical power supply
noise monitoring methodology can be developed for system-on-chip design to
improve system performance and reliability with an ubiquitous noise feedback
mechanism.
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Digital Hearing Aids:
Challenges and Solutions for Ultra Low Power

Wolfgang Nebel1, Bärbel Mertsching2, and Birger Kollmeier1
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Abstract. Demands for Digital hearing aids and other portable digital
audio devices are becoming more and more challenging: On the one hand
more computational performance is needed for new algorithms including
noise reduction, improved speech intelligibility, beam forming, etc. On
the other hand flexibility through programmability is needed to allow
for product differentiation and longer lifetime of hardware designs. Both
requirements have to be met by extremely low power solutions eing op-
erated out of very small batteries. Hence, new hearing aids are examples
of ultra low power designs and technologies.
The session comprises a tutorial introduction into modern signal pro-
cessing algorithms of hearing aids and respective quality metrics. Next
recent developments in industrial hearing aid architectures are presented.
Finally new research results in power optimization of signal processing al-
gorithms and circuit implementations suitable for hearing aids are shown.
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Tutorial Hearing Aid Algorithms
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Abstract. The normal-hearing system extracts monaural and binaural
features from the signals at the left and right ears in order to separate
and classify sound sources. Robustness of source extraction is achieved
by exploiting redundancies in the source signals (auditory scene analy-
sis, ASA). ASA is closely related to the “Cocktail Party Effect”, i.e., the
ability of normal-hearing listeners to perceive speech in adverse con-
ditions at low signal-to-noise ratios. Hearing-impaired people show a
reduced ability to understand speech in noisy environments, stressing
the necessity to incorporate noise reduction schemes into hearing aids.
Several algorithms for monaural, binaural and multichannel noise reduc-
tion have been proposed, which aim at increasing speech intelligibility
in adverse conditions. A summary of recent algorithms including direc-
tional microphones, beamformers, monaural noise reduction and per-
ceptual model-based binaural schemes will be given. In practice, these
schemes were shown to be much less efficient than the normal-hearing
system in acoustically complex environments characterized by diffuse
noise and reverberation. One reason might be that redundancies in the
source signals exploited by the hearing system are not used so far by
noise reduction algorithms. Novel multidimensional statistical filtering
algorithms are introduced that might fill this gap in the future.
Noise reduction schemes often require high computational load which
results in a high power consumption. To reduce the computational ex-
pense one promising approach could be to reduce the numerical precision
in specific parts of the algorithm or to replace costly parts by compu-
tationally simpler functions. This might lead to additional distortion in
the signal that reduces the perceived audio signal quality. Quality As-
sessment is needed to control the negative effects of power optimization
in the algorithms. However, subjective listening tests are time-consuming
and cost-intensive and therefore inappropriate for tracking small changes
in the algorithm. Objective quality measures based on auditory models
that can predict subjective ratings are needed. We introduce a quality
test-bench for noise reduction schemes that helps the developer to objec-
tively assess the effects of power optimization on audio quality. Hence, a
compromise between audio quality degradation and power consumption
can be obtained in a fast and cost-efficient procedure that is based on
auditory models.
For more information and related literature please refer to:
“http://www.physik.uni-oldenburg.de/Docs/medi/publhtml/
publdb.byyeardoctype.html”
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Abstract. In the current embedded systems market the hearing aid
technology is one very special target. These very small devices suffer -
more than usual mobile devices - on the one hand from insufficient power
supplies and thus very limited operating times. On the other hand the
need for improved signal processing is obvious: noise reduction, speech
intelligibility, auditory scene analysis are promising enhancements for
these devices to enable the hearing impaired user a more comfortable
and normal life.
These facts make the design gap seen in normal embedded systems design
even worse. Therefore early power estimation and optimization become
more important. Nowadays hearing aids are often based on specially
optimized DSPs and ?Ps primarily for commercial reasons like time-to-
market, the ability of last minute changes and during lifetime adaptations
of software to new research results or market demands. However, a num-
ber of computation intensive functions need to be performed by almost
any digital hearing aid, e.g. Fourier Transforms, band pass filters, Inverse
Fourier Transform. These can be realized much more power efficiently by
dedicated HW-coprocessors, which may be parameterized. Hence Low
Power design for hearing aids includes: algorithm design and optimiza-
tion, HW-/SW-partitioning, processor selection, SW-optimization and
co-processor design and optimization.
To meet this need, power estimation even on the algorithmic level has
become an important step in the design flow. This helps the designer to
choose the right algorithm right from the start and much optimisation
potential can be used due to the focus on the crucial parts. Here we focus
on the co-processor design and power optimization.
The power consumption of a co-processor is primarily determined by
the dynamic switching power during calculations and the static leak-
age power. An estimation of both contributors requires analyzing the
architecture and its activity during the expected operation of the de-
vice. In early stages of the design neither information is available yet.
A new analysis and optimization tool has been developed to generate
this information from an executable specification and a typical applica-
tion scenario. The tool ORINOCO, which was developed at the OFFIS
research institute and now is being commercialized by ChipVision De-
sign Systems, analyzes a design specification given in C or SystemC and
automatically generates the necessary information of a power optimized
architecture implementing that specification and the activity within that
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architecture. It further includes power macro models of the components
of that architecture which allow making an estimate of the to-be-expected
static and dynamic power consumption of a co-processor. It thus enables
power optimization in the earliest and thus most efficient and effective
phases of a design. The talk gives an overview of the actual approach
of designing hardware implementations of digital audio signal processing
algorithms under strong power constraints. The main focus of the talk
is on the analysis and optimization of algorithms in the early stage of
design and on the modelling of components needed for high-level power
estimation. The different optimization steps will be illustrated by a co-
processor design of a hearing aid.
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Abstract. Today the demands of power optimized strategies have be-
come one of the biggest challenges for developers. The sooner the aspect
of low power is considered in the design process the greater the effect
is on power consumption of the system design later on. Therefore the
developer should have access to power information at an early stage of
the design process.

Our approach is to develop a design framework which allows a high level
specification of a given algorithm while allowing a consistent hardware
implementation of a digital signal processing system across all steps in
the tool-chain, from the behavioral specification up to the placed and
routed netlist. In this paper we present how to use this framework for the
optimization of digital audio processing modules and show some results.

1 Introduction

We begin by describing the background of our research project. In the second
section we give an overview of our design framework. Then the example DSP
system will be described, followed by an overview on the hardware design work-
flow with our framework for an algorithm which is part of this system in the
fourth section and a description of the power estimation in section five. We close
with some results we achieved with this framework supported workflow.

1.1 The Context: The PRO-DASP Project

The project PRO-DASP1 (Power Reduction for Digital Audio Signal Processing)
is carried out together with the MEDI group and the EHS group of the Univer-
sity of Oldenburg. In this co-operation the GET Lab is developing low power
architectures for different signal processing algorithms applicable for instruments
for the hearing impaired.

The DSP algorithms are provided by the MEDI group. As hearing aid sys-
tems are wearable devices, they should be small and lightweight. A DSP system
inside a hearing aid device is operating out of a small battery and should consume

1 We gratefully acknowledge partial funding of this work by the Deutsche Forschungs-
gemeinschaft under grant Me 1289/6 “PRO-DASP”
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as little power as possible to provide a long battery lifetime. Hence implement-
ing hardware architectures for hearing aid algorithms is a challenging task for
developers providing a huge demand for support tools as e.g. a development
framework.

In this paper we present the implementation of a low power architecture for
the so called gammatone resynthesis algorithm. This work is an example for the
typical workflow with the framework.

2 Framework Overview

Today’s trends in semiconductor technology cause two main problems which
require a new design methodology. These trends are the availability of cheap
and powerful silicon and the demand for complex applications which led to large
designs. On the one hand these large designs consume a lot of power and on
the other hand their development including design and verification increases the
time to market. The design gap expands.

Our approach to address both problems is to develop a framework with an
integrated low power design methodology which assists a design flow over all
levels of abstraction starting from a high level specification. Our framework
contains a hierarchical macro module library providing modules of often used
DSP and arithmetic functions.

Fig. 1. Hierarchical Macro Module Library

The designer is able to construct the algorithm to be implemented within
the framework by putting together several modules out of the library depicted
in Fig. 1. Depending on the application context, there can be chosen high level
modules like filters or different Fourier transformations or low level modules,
which implement basic arithmetic functions like addition and multiplication for
various number systems and number representations.

As, depending on the statistic properties of the input signal and the data
flow of a given algorithm, the right choice of the number representation can
significantly reduce the power consumption in terms of bit activity.
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To connect the system level to the behavioral level each of these framework
modules consists of a C++ part and a behavioral VHDL part which behave
identical. By this, we met one of our goals, the closure of the design gap, as the
workflow can be started on the system level with the implementation of a C++
prototype of a given algorithm.

These framework supported implementation steps are described in more de-
tail in the subsection “Preliminary Inspections” later in this paper. By starting
with a C++ implementation all inspections can be done very flexible and faster
as on RT-level and with regard to an efficient power optimization this is also
important, because design decisions on an early stage of the design process have
a greater effect on the design’s power consumption as on later stages.

After the high level specification and the preliminary inspections of the DSP
algorithm, the VHDL part of each chosen macro module can be used to ex-
plore different architectures, which is described in more detail in subsection
“Exploration of Architectures”. At the architectural level the developer is able
to chose special low power architectures, provided by the framework, activate
power management functionality like gated clocks or glitch minimization or use
the propagation of constants or an isolation of operands both provided by our
framework.

As there are different power minimizing capabilities on all abstraction layers
of the design process and intercommunicable effects between these abstraction
layers, it is important to have an enclosing and continuous design methodology.
To ensure this also for levels below the behavioral one, we adapt our framework
to a tool-chain of commercial synthesis tools.

At all stages, a functional verification of the implemented DSP system can be
done by evaluating its audio quality with an integrated audio quality testbench.

The main emphasis in this paper is put on a typical design workflow with our
framework on the basis of an exemplary algorithm and show some power estima-
tion results we achieved with our power estimation flow. As the chosen example
is a simple one, only parts of the available features of our framework were nec-
essary for its implementation. A more detailed description of the framework can
be found in [4].

3 Digital Signal Processing System

The core audio processing system of the digital hearing aid of our co-operation
partner MEDI is based on a frequency analysis of the audio signal (called gam-
matone filter bank), a subsequent processing of each of the frequency bands (e.g.
a level adaptation, noise reduction or dynamic compression), and a final reinte-
gration of the split-up signal into a single audio stream. This system is depicted
in Fig. 2.

3.1 Example Algorithm: The Resynthesis

An inverse gammatone filter bank is used to reintegrate the frequency bands
(resynthesis). (see [3] [2]). In this paper we focus on this resynthesis algorithm.
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Fig. 2. Overview of the core system [2]

As the different bandpass filters of the gammatone filter bank cause different
group delays for each frequency band, a simple summation of all band signals can
cause destructive interferences which can result in poor signal quality. Thus the
output signal should not be calculated by a simple summation of all band signals,
rather before a summation, all different group delays have to be compensated.
This can be achieved by delaying the band signals of higher frequencies more
than the lower frequency signals.

According to [2] the signal of the highest band has to be delayed with a
maximal delay of 14 ms to compensate the difference to the longest delay time
of the lowest band. As a hearing aid user will be irritated if a delay between
auditory and visual impression is greater than 4 ms, this is unacceptable.

Therefore each of the gammatone filter output signals xi(k) is delayed with
a frequency channel-dependent delay time Di ≤ 4 ms and multiplied with an
also frequency channel-dependent complex phase factor Ci.

y(k) :=
30∑

i=1

Ci · xi(k −Di) (1)

In this way all channels have their envelope maximum (by delaying) and their
fine structure maximum (by multiplying with a complex factor) at the same
instant of time.

4 Hardware Design Workflow

This section contains an overview over all necessary steps from the algorithm
specification to a synthesizeable VHDL description using our framework.

The workflow steps can be separated into two main parts. The first part is a
preliminary inspection of all system requirements such as bit-widths, etc. This
work proceeds in the upper area depicted in Fig. 3. Here the whole DSP system is
implemented in software (block C-simulation) using C++ modules. This software
implementation acts as a reference for all further steps. The second part, which
mainly proceeds in the lower area of Fig. 3 is an exploration of different low
power architectures.
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Fig. 3. Design flow and tool-chain

4.1 Preliminary Inspections

The DSP algorithms are originally implemented in Matlab using 32-bit floating
point numbers. To implement such a system with our framework, the following
steps have to be done:

1. Partition the algorithm into modular blocks (e.g. analysis, processing, resyn-
thesis)

2. Create a C++ implementation of the system as reference implementation
3. Replace the reference implementation step by step with modules from the

macro-library (e.g. arithmetic operators, filters)
4. Constrain the modules (e.g. specify a bit-width for the operators)
5. Validate the system by comparing the processing result with the result of

the reference implementation.

Once we have built the C++ reference implementation we replace as many
parts of it as possible with modules of the framework’s macro module library. In
case of our example dsp-algorithm, the resynthesis, only low level modules like
number representations are chosen out of the macro module library. After this
the developer is able to simulate the bit-accurate behavior of a later hardware
system simply be running the executable of the C++ implementation which is
faster and more flexible as a hardware simulation.

As all of these bit-accurate modules such as arithmetic operators of different
number representations and filters can be parameterized, the developer can easy
analyze the effect of its parameter choice to quantization errors. To ensure that
the signal processing does not distort the signal beyond a threshold, our frame-
work embodies an audio quality testbench. With this audio quality testbench,
developed by the MEDI group, a psycho acoustically motivated measurement of
the output signal quality can be performed ([1]). Fig. 4 shows results of a fix
point implementation of the resynthesis algorithm.
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Fig. 4. Quality measure results of fix point arithmetic. An ODG (Objective Differential
Grade) of -4 means very strong distortion whereas -1 means that most persons hardly
hear the difference to the original signal

By iterating the above mentioned steps the developer can find the minimal
necessary bit-width of all operator parameters. In our case study a satisfactory
output signal quality (ODG ≥ −1) for the resynthesis algorithm can be achieved
with fixed point arithmetic of 14 bits.

4.2 Exploration of Architectures

The next step is the implementation of the VHDL hardware description of the
DSP system. Due to the fact that all bit-accurate C++ modules of the framework
are combined with VHDL-module generators, the developer is able to easily gen-
erate VHDL modules with the chosen parameters. Now it is possible to explore
different architectures of the given algorithm. In this paper we will concentrate
on another aspect of the architecture exploration.

In the case of the resynthesis system, we build an adjustable architecture,
with that it is possible to adjust a grade of parallelism. We used this system
to analyze how different architecture parameters and design constraints effect
the power consumption of the DSP system. Therefore we developed a power
estimation flow which is supported by our framework. This will be shown in the
next section.

5 Power Estimation

In our framework we used a tool-chain consisting of Synopsys behavioral compiler
for the step from the behavioral level to the Register Transfer (RT) level and
design compiler for the step from RT level to the gate level. For an evaluation
of low power architectures we developed a power estimation flow for which we
extended the tool-chain with Synopsys’ Power Compiler, Physical Compiler and
PrimePower. The target technology has been a standard cell low power ASIC
process such as UMCL 0.18 μ or Mietec 0.35 μ.
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Fig. 5. Power estimation workflow

Our tool-chain starts on the behavioral level. The ready parameterized VHDL
model of the DSP algorithm available in different grades of parallelism will be
scheduled by the behavioral compiler. Depending on the grade of parallelism
different state machines are generated. Next the scheduled hardware description
will be synthesized by the design compiler to gate level using design ware com-
ponents. Now the Physical Compiler creates a floor plan based on a fill factor
of 70 % to allow the calculation of interconnect capacities. Finally a gate level
simulation using Cadence’s ncsim digital simulator combined with Prime Power
is started. For the simulation the DSP system is feed with the 30 frequency
bands of a typical audio sample. As a result, Prime Power provides a list of
the average power consumption of the whole system and all parts separated in
dynamic power and static power.

6 Power Estimation Results

In this section we will show results of our architectural explorations. For the
simulation of the resynthesis, the DSP system is fed with the 30 frequency bands
of a 100 ms speech sample. We simulated different architectures with a grade
of parallelism of p=0 (sequential design, processes only one of all 30 frequency
channels) up to p=3 (processes three frequency channels in parallel) and p=8
(hand optimized, processes all 30 frequency channels in parallel).

The results shown in the following figures only depict the power consumption
of the resynthesis part of the simulated chip design.

6.1 Impact of Clock Gating

With our power estimation flow we were able to easily analyze the effects of dif-
ferent tool supported power minimizing design methodologies e.g. clock gating,
on the power consumption of our example DSP design.

Fig. 6 depicts the average overall power consumption. It illustrates how clock
gating on the RT level effects the power consumption.
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Fig. 6. Overall power consumption of different resynthesis architectures: The resynthe-
sis architectures labelled as “plain” are synthesized without clock gating. The variants
labelled “flat” were created by a removal of the design’s hierarchy during compiling
which enables hierarchy independent design optimizations

As one can see, the improvement of lower power consumption due to clock
gating decreases for the more parallel architectures. For the sequential architec-
ture (p=0) the difference between power consumption of architectures with clock
gating and those without is much greater than for grade of parallelism of p=2 or
higher. This is due to higher clock frequencies for the serial architectures than
for parallel ones. For maintaining the same data rate for all architectures it is
necessary to increase the clock frequencies with a lower grade of parallelism.

6.2 Impact of Parallelism

A more detailed view of the overall power consumption of the resynthesis system
without the plain architectures can be seen in Fig. 7. As we were interested in
highly accurate power estimates, we have annotated information about the delay
time due to interconnect capacity to the simulator. Therefore we let the physi-
cal compiler generate a SDF file which contains these delay time informations.
Architectures with an annotation of these SDF files are labelled SDF.

Fig. 7. Overall power consumption of different resynthesis architectures in more de-
tailed view
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First it can be seen that there is no significant difference between estimation
results with SDF annotation and those without.

Furthermore the influence of parallelism to the overall power consumption
can be noticed. The second architecture (p=1) consumes less power than the
sequential one (p=0). As one can see, there is nearly no difference between p=1
and p=2 and at p=3 there is even a higher power consumption even though it
processes more in parallel. The reason for this can be found in the scheduling
step. Behavioral Compiler’s search space increases for these more parallel ar-
chitectures. As a result, it creates a suboptimal state machine of the design’s
controller which consumes more power compared to our simple hand done im-
plementation (p=8).

6.3 Leakage Power Versus Area Consumption

The last result presented in this paper shows the leakage power consumption of
our resynthesis design versus the chip area. In the left diagram of Fig. 8 it can be
seen that the leakage power consumption increases with the grade of parallelism.

Fig. 8. Leakage power of different resynthesis architectures versus area consumption
of the complete chip

In the right diagram the area consumption of the different architectures of
the resynthesis DSP system is shown. Comparing the area consumption of the
design depending to grades of parallelism and leakage power consumption of the
design one can find a similar dependency.

For the chosen UMC 0.18 μm 1.8 V process the impact of leakage currents
is proportional to the chip area. As it can be seen comparing the left diagram of
Fig. 8 with the diagram in Fig. 7 the leakage power of the parallel architecture
(p=8) is with 1 μJ nearly 10% of its overall power. With decreasing power supply
voltages the leakage power becomes more relevant.
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7 Summary and Outlook

In this paper we presented a design framework which assists the hardware de-
signer in implementing power optimized designs for audio signal processing sys-
tems. It provides fast and efficient design and validation capabilities and imple-
ments a low power design flow with commercial tools for synthesis, power estima-
tion and simulation. It additionally includes a custom made psycho-acoustically
valid assessment for correct noise evaluation. The designer’s workflow with this
framework was shown, considering as an example the implementation of the
resynthesis algorithm. We described the preliminary inspections of different bit-
widths and arithmetic operands with a C++ reference implementation and the
following architectural explorations. Furthermore we presented results created
with our power estimation flow. By this the use of the framework was illus-
trated.

To enable a fast functional verification and to demonstrate the use of our
low power DSP architectures we currently implement the core system on a rapid
prototyping system, which, based on a PCI card containing onboard RAM, a
Virtex-II FPGA and several communication ports, can be connected to an ex-
ternal audio codec device to ensure a closed audio processing loop.

Furthermore we develop currently a link between the low power framework
and Matlab which is used by the majority of the algorithm developers in the
hearing aid context. This is the goal of another project, where we intend to
provide bit-accurate simulation models on system level.
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Traveling the Wild Frontier
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Abstract. Power concerns have been at the forefront for the last decade,
yet were always considered a second order citizen with respect to other
design metrics. Today however, few will dispute that CMOS has entered
the “power-limited scaling regime,” with power dissipation becoming the
limiting factor on what can be integrated on a chip and how fast it can
run. Many approaches have been proposed over to address the concerns
regarding both active and standby power. Yet, none of these provides a
persistent answer enabling technology scaling may go on in the foresee-
able future. Fortunately, a number of researchers are currently engaging
in ultra-low power design (ULP), providing a glimpse on potential inno-
vative solutions as well as clear showstoppers. In this talk, we first will
present a perspective on power roadmaps and challenges. The second
part of the presentation will present some of the solutions currently be-
ing considered in the ULP community. The talk will conclude with some
long-term perspectives.
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DLV (Deep Low Voltage): Circuits and Devices
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Abstract. There will be a lot of different approaches to achieve the
low power on a given system. Multiple modest speed processors will pro-
vide the better power-performance product compared to that of a high
speed single one. Application dependent memory partitioning and non-
blocking memory subsystem will make it possible to reduce unoptimized
bus switching power including low power cache design. One of the most
efficient way to reduce the power is going to implement the lowest op-
erating voltage circuits as low as possible. The power equation below
130nm process is as follows: Power = afCV 2 + bV 3 + cV 5. The a term
can be decided from architectural features such as swithing efficiency.
The b term is from subthreshold leakage and the c term from gate leak-
age. If we operate 1GHz processor at 0.1V compared to that of current
1V, then power reduction can be 1/100 for a term, 1/1,000 for b term,
and 1/100,000 for c term. We will explore how low the operating voltage
would be possible in the CMOS circuits and devices, and we will dis-
cuss the barriers and challenges to achieve the DLV for ultra low power
design.
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Abstract. Computers, Communication, and sensing technologies are
converging to change the way we live, interact, and conduct business.
Wireless Sensor networks reflect such convergence. These networks are
based on collaborative efforts of a large number of sensor nodes. They
should be low-cost, low-power, and multifunction. These nodes have the
capabilities of sensing, data processing, and communicating. Sensor net-
works have wide range of applications, from monitoring sensors in in-
dustrial facilities to control and management of energy applications to
military and security fields.
Because of the special features of these networks, new network technolo-
gies are needed for cost effective, low power, and reliable communication.
These network protocols and architectures should take into consideration
the special features of sensor networks such as: the large number of nodes,
their failure rate, limited power, high desity..etc.
In this talk the impact of wireless sensor networks will be addressed,
several of the design and communication issues will be discussed, and
a case study of a current project of using such networks in drilling and
management off-shore oil will be given.
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Abstract. Wireless Communications have become a very attractive and
interesting sector for the provision of electronic services. Mobile networks
are available almost anytime, anywhere and the user’s acceptance of
wireless hand-held devices is high. The services, are offered, are strongly
increasing due to the different large range of the users’ needs. In our
days, the wireless communication protocols have specified security lay-
ers, which support security with high level strength. These wireless pro-
tocols security layers use encryption algorithms, which in many cases
have been proved unsuitable and outdated for hardware implementa-
tions. The software and especially the hardware implementations of these
layers are proved hard process for a developer/implementer. The perfor-
mance results of those implementations are not often acceptable for the
wireless communication standards and demands. Especially in the hand
held devices and mobile communications applications with high speed
and performance specifications such implementation solutions are not
acceptable. In this talk, first, the mobile communication protocols are
introduced and their security layers are described. The software imple-
mentations results of the used cryptographic algorithms are given for a
fair comparison with hardware. The available hardware devices and lat-
est technologies are described. The VLSI implementation approaches are
also demonstrated in details with emphasis on the problems that a hard-
ware implementer has to solve. Flexible solutions are proposed in order
the implementation problems to be faced successfully with today’s needs
of the mobile data transfers. Finally, recommendations and observations
for the wireless security engines are discussed.
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Nikolić, Borivoje 404
Nikolos, Dimitris 308

Oklobdzija, Vojin G. 724
Olcoz, Katzalin 69
Oliveira, Cesar 49
Oliveira, Meuse Jr. 382
Ortega, Julio 629
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